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1996 Max Jakob Memorial Award Lecture

Transient Thermal Effects of
Radiant Energy in Translucent
Materials

When a solid or stationary fluid is translucent, energy can be transferred internally
by radiation in addition to heat conduction. Since radiant propagation is very rapid, it
can provide energy within a material more quickly than diffusion by heat conduction.
Radiation emitted in a hot material can also be distributed rapidly in the interior. The
result is that transient temperature responses including radiation can be significantly
different from those by conduction alone. This is important for evaluating the thermal
performance of translucent materials that are at elevated temperatures, are in high
temperature surroundings, or are subjected to large incident radiation. Detailed
transient solutions are necessary to examine heat transfer for forming and tempering
of glass windows, evaluating ceramic components and thermal protection coatings,
studying highly backscattering heat shields for atmospheric reentry, porous ceramic
insulation systems, ignition and flame spread for translucent plastics, removal of ice
layers, and other scientific and engineering applications involving heating and form-
ing of optical materials. Radiation effects have been studied less for transients than
for steady state because of the additional mathematical and computational complexi-
ties, but an appreciable literature has gradually developed. This paper will review
the applications, types of conditions, and geometries that have been studied. Results
from the literature are used to illustrate typical radiation effects on transient tempera-
tures, and comparisons are made of transient measurements with numerical solutions.

R. Siegel

Research and Technology Directorate,
NASA Lewis Research Center,

Mail Stop 5-9,

21000 Brookpark Road,

Cleveland, OH 44135
robert.siegel@lerc.nasa.gov

Introduction

Within a translucent material, energy can be transferred by
radiation in addition to heat conduction. The discussion here is
primarily for solids, with some information for fluids without
convection. Of interest is their transient thermal behavior when
internal radiative effects are important. The behavior of translu-
cent materials is influenced by their surroundings in which they
can be heated internally by incident radiation, or they can be
losing energy internally by radiation to a cooler environment.
Convective heating or cooling can also be applied at the bound-
aries. Radiant effects are accentuated as temperatures rise; it
can be the temperature of the material, the temperature of the
surroundings, or both. Examples are heating a window by radia-
tion emitted at high temperature from the sun, heating translu-
cent plastic with infrared lamps to soften it for a manufacturing
process, cooling a white hot ceramic by radiative loss to lower
temperature surroundings, or heating an insulating shield during
atmospheric reentry.

Since the interaction of a translucent material with radiation
is a volume process, incident energy can be absorbed directly
within the material similar to heating food in a microwave oven.
During a transient, internal heating by radiation can be much
more rapid than by having only conduction transfer energy into
the interior. When a hot translucent body cools by radiation to
lower temperature surroundings, energy loss can arise from
within the body, and the interior can cool more rapidly than for
conduction alone. Hence, for a translucent material, the nature
of the radiative surroundings can act to provide a positive or
negative internal heat source.

Contributed by the Heat Transfer Division for publication in the JOURNAL oF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 22,
1997; revision received November 3, 1997; Keywords: Heat Transfer; Participat-
ing Media; Radiation; Transient. Technical Editor: J. R, Howell.
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If the material is hot, there is also significant internal emis-
sion. Each part of the volume emits radiation, and this is trans-
mitted to other locations within the material where it is partially
absorbed. The ability to transfer to other locations depends on
the transparency of the material. If it is not very transparent,
radiation will pass only to nearby locations before being ab-
sorbed. It can then continue along its journey by being emitted
again. Scattering can also occur along a radiation path; this
redirects energy as a result of interactions of electromagnetic
energy with local inhomogeneities such as grain boundaries.
From the combination of these processes, radiation transports
energy within the material and this acts along with heat conduc-
tion. For most materials, transparency depends on the radiation
wavelength or frequency, so it is usually important to include
spectral property variations. For example, glass obviously trans-
mits visible radiation very well, but it is highly absorbing and
hence poorly transmitting for radiation at longer infrared wave-
lengths.

Radiation effects on heat transfer transients have been studied
less than for steady state, since time dependency adds another
dimension of complexity. However, a significant literature has
gradually developed over the last 40 years, and illustrative re-
sults are discussed here. Detailed time-accurate transient solu-
tions are needed to examine heat transfer and thermal stresses
for applications as in Table 1. One of the most evident is for
the glass forming industry, and this is where the early transient
studies were concentrated. To obtain strong windows for mod-
ern automobiles requires a detailed knowledge of the heat trans-
fer behavior during cooling of glass plates. Glass or quartz
envelopes for high intensity lamps, and production of optical
fibers and components, are other applications. Some ceramic
components for high temperature use, such as in advanced tur-
bine engines, are somewhat translucent. This is also true of
some thin ceramic thermal barrier coatings. Transient radiative
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Table 1 Applications involving transient response with in-
ternal radiative transfer

1. Processing and forming of tempered glass for automobile and
plate glass windows.
2. Ceramic parts in aircraft and automotive engines.
3. Processing translucent plastics and ceramics at elevated
temperatures or by infrared heating.
4. Highly backscattering protective insulation systems for reentry
into the atmosphere.
. Understanding flash experiments for obtaining properties of
translucent materials.
. Seals and envelopes for high-intensity lamps.
. Ceramic thermal protection coatings for turbine engines.
. Ignition and flame spread for translucent plastics and solid fuels.
. Cooling performance of liquid-drop radiators in outer space.
. Heating of lenses in solar concentrators and solar furnaces.
. Heating of observation windows in laboratory metallurgical
furnaces.
12. Interpretation of transient laser diagnostic methods for translucent
materials.
13. Transient performance of fibrous insulation.
14. Manufacture of optical fibers and other optical components.
15. Cooling of high-temperature air in shock waves and after strong
explosions.
16. Melting and removal of ice layers by solar or infrared heating.
17. Processing of multilayer semiconductors.

(9.3

—_ =
— OO Q0 ~I N

effects are important in heat shields for spacecraft during atmo-
spheric reentry. Another application is for interpreting flash
experiments for obtaining properties of translucent materials.
Unknown transient temperature distributions must be deter-
mined that are spatially and time accurate. Since internal emis-
sion is large for many of the applications, small errors in temper-
ature can be significant in the accuracy during transient calcula-
tions because of the strong temperature dependence of internal
emission in the transient energy balance.

Nomenclature

Properties: a,(v), o,4(v),
n=1 kon>1
Incident radiation \ Specify initial T,(x,0) / Incident radiation
® _ © o
J‘v=o q°,,{t)dv __>§ Q.Y(Q,T) o (BT / ,[:o O pa(m)dv
/ Radiant (A
fluxes .
Surroundings a",(01) Absorption Surroundings
at T, 0°, | emission, aT,
BN |~ P scattering
e, Transient Txr) pl,_ | ~ P’
if specular; e:o [—™x .—\
T" q,(%,1)
Convection i'V Convection
hy(o), Tg1(1) l«————— D — hy(z), sz(")
x=0 N x<D
Fig. 1 Plane layer of translucent material with convection and incident

radiation at its boundaries

Energy Relations and Boundary Conditions

With regard to theory and methods of analysis, the intent of
this review is only to briefly provide some analytical relations
to indicate some of the physical, mathematical, and numerical
considerations. More detailed mathematical treatments are in
textbooks such as Siegel and Howell (1992). Since the general
radiative transfer relations become rather complex, the forms
used here to illustrate the mathematical considerations are lim-
ited to one dimension as in Fig. 1. The relations are written in
terms of frequency, which is a convenient spectral variable since
it does not change when radiation travels across an interface
into a material with a different refractive index. This avoids
confusion when specifying spectral limits in materials with vari-
ous refractive indices.

a,, a, = spectral absorption coefficient,

B = height of a rectangle, m v

¢ = specific heat of translucent ma- m?
terial, J/kg+K qh, gn

¢, = radiant propagation speed in a
medium, m/s

D = thickness of plane layer; total
thickness of a composite; width

g}, g7 = diffuse radiative fluxes in the
m™' + and — x-directions, W/m?
spectral radiative flux, W-s/

external radiation fluxes inci-
dent at x = 0 and D, W/m?
Qgen = internal heat generation
(chemical, electrical, nu-
clear), W/m?

# = angle measured from the x-
direction, rad

A = wavelength of radiation; A,
cutoff wavelength, um

v = frequency of radiation, s '

p = density of translucent material,
kg/m?

p°, p' = external and internal

reflectivities at a boundary

of a rectangle, m r;, ¥, = inner and outer radii of an an- o = Stefan-Boltzmann constant, W/
D\, D, = thicknesses of two layers in a nular region, m m? K*
composite, m S, = internal radiant energy source, oy, = spectral scattering coefficient,
e,, = blackbody spectral energy for W/m?® m!
material with » = 1, W-s/m? T = absolute temperature, K T = time, §
E,, E;, = exponential integral functions 7, T,, = gas temperatures for convec- Q, = spectral scattering albedo, g,/

G = the flux quantity 2(g; + g;),
W/m?
h,, h, = convective heat transfer coef-
ficients at x = O and D, W/

tion, K

tionatx = Q0 and D, K
T; = initial temperature distribu-

T, = temperature of blackbody sur-

(all + O‘SI/)

Subscripts
m = in a medium; mean value

m?+-K roundings, K S, L = short and long wavelength
i, = spectral radiant intensity, x = coordinate in direction across regions
Ws/m?- st plane layer, m; X = x/D 1, 2 = first and second layers; external
I, = spectral radiative source func- X, ¥y, 2 = rectangular coordinate system, environments at x = 0 and D
tlozn including scattering, W« s/ m Superscripts
s Greek Symbol i, 0 = insi i
k = thermal conductivity, W/m*K reex Symbols i, o = inside, outside .
K, = spectral extinction coefficient, @, = spectral absorptivity +, — =in the + and — coordinate
a, + gy, m"! €, = spectral emissivity directions
N = conduction-radiation parame- €. = emittance of a translucent
ter layer at uniform temperature

n = refractive index
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Energy Equation. The transient energy equation for a
semitransparent solid has the same heat capacity and conductiv-
ity terms as in usual heat conduction analyses, but there is the
addition of a radiative volumetric internal energy source term
given by the last term on the right in Eq. (1),

T(x,7) 0 Wmﬂ]
pe———" = —

— [k(T)

or Ox Ox

+ Qgen(-x’ 7-) + fm Sry(X, T)a’V. (1)
v=0

The spectral radiative energy source, S,,(x, 7), arises from
absorption, emission, and scattering processes. The source must
be evaluated as a function of frequency and integrated over all
frequencies to obtain the total radiative energy needed for the
energy balance. The energy equation also contains an internal
heat generation term, Q,.,(x, 7), from chemical, electrical, or
nuclear energy.

Radiative Internal Energy Source Relations. To solve
the energy equation, the radiative internal energy source must
be related to the instantaneous temperature distribution. Scatter-
ing is very important for some applications such as crystalline
ceramics and backscattering heat shields. For the special case
of isotropic scattering in a material with refractive index n, the
spectral radiative energy source is

Splx, T)dy = —4%"[”26@(& T)dv —wl(x,7)dv], (2a)

where e,,(x, 7)dv is the spectral emission from a blackbody
in vacuum, and is a function of the local instantaneous tempera-
ture in the material. The source function 7,(x, 7) on the right
side of Eq. (2a) includes effects of local emission, absorption,
and scattering. It is governed by an integral equation, and for
simplicity is given here for diffuse boundaries,

2
L(x, 7)dv = a, nteu(x, 7)dv
. K, T

o, | 9500, T)dv
4 2 T E(K
2Ku[ 2 (Kx)

+ AP D e p - )
™

17
+ K,/f L(x*, T)dvE (K, x* — x|)dx*] . (2b)
x*=0

The K, is the extinction coefficient that includes both absorption
and scattering. During a transient, Eq. (2b) must be solved by
numerical iteration at each time step as a function of frequency.
For simplicity, the spectral absorption and scattering coeffi-
cients, a, and oy, are independent of x; an optical coordinate
can be used to include property variations as described in Siegel
and Howell (1992). The terms on the right side of I(x, 7)
result from local internal emission, energy leaving the bound-
aries at x = 0(g,,(0, 7)dv) and x = D{(q;,(D, 7)dv) that
reaches and interacts with the material at x, and the effect that
the source function I,( x*, 7) at all x* has on the source function
I(x, 7) at x. The exponential integral functions E; and E,,
specify attenuation within the layer. The diffuse spectral fluxes
at the boundaries, g, (0, 7)dv and ¢, (D, 7)dv, are obtained
from the radiative boundary conditions as will be discussed.

Without scattering, the radiative source in a plane layer, for
the special case of diffuse boundaries, is

6 / Vol. 120, FEBRUARY 1998

S.(x, 7Ydv = —da,n’e,(x, T)dv
+ 2a,,[q,+,,(0, T)dvE;(a,x)
+ g;. (D, T)dvEy[a (D — x)]
+a, fi . n*e,(x*, T)AVE, (a,|x* — x|)dx*] . (3

If Eq. (3) is substituted into Eq. (1), the result is an integrodif-
ferential equation for 7T(x, 7), where T(x, 7) is also in the
blackbody function e,,(x, 7).

In the derivations of Eqgs. (2) and (3), the radiant intensity
i, is considered along paths in the material; the i, is the spectral
energy along a path passing through an area per unit solid angle
and per unit projected area normal to the path. As pointed out
in Siegel and Howell (1992), in the equation for the propagation
of i, along a path, there is a transient term (1/¢,,)(8i,/07) in
the transfer equation, where c,, is the radiant propagation speed
in the medium. This term has not been included in the deriva-
tions of Egs. (2) and (3). The ¢, is so large that the local
storage of radiative energy is usually much smaller than the
energy storage in the semitransparent material that depends on
its heat capacity; hence, the (1/¢,)(0i,/07) can usually be
neglected. As discussed in Kumar and Mitra (1995), this term
may be significant when interpreting diagnostics using the prop-
agation of extremely short laser pulses within absorbing and
scattering materials. It has been included by Longtin and Tien
(1997) for investigating laser heating of liquids.

Two-Flux Relations for the Radiative Source. As a sim-
plification to using the exact radiative transfer relations, as in
Eqgs. (2) and (3), to obtain the radiative internal energy source
S.(x, T)dv, approximate techniques have been used. The
methods are the same as for steady-state calculations, and they
include multi-flux formulations, radiative diffusion, and spheri-
cal harmonic expansions. For example, the two-flux method
was found to provide accurate results for transient calculations
in plane layers with diffuse boundaries, Siegel (1995a, 1996a).
The two-flux relations have the advantage that they include
scattering without needing an additional scattering equation
such as Eq. (2b) that is time consuming to evaluate. Isotropic
scattering is in the basic two-flux equations, and modified forms
include nonisotropic scattering as in Cornelison and Howe
(1992). By assuming the flux distribution is isotropic in each
of the +x and — x directions, the two-flux relation for the heat
source term is (the Milne-Eddington approximation),

Srv(x’ T) = _au[4n2euh(x7 T) - Gu(x) T)]

(4)

The G, (x, T) is a radiative flux function that is found at each
time as a function of location, from the following second order

differential equation,
2

O—G—”—(;{’—T—) - 3(a, + 0,)a.G(x, T)

8%x

(5

Since the local blackbody function e,,(x, 7) depends on the
local instantaneous temperature, Eqs. (4) and (5) are coupled
with the energy equation, Eq. (1).

= _4‘(au + U.w)aunzeub(x, T)~

Two Sets of Boundary Conditions. As is usual for tran-
sient solutions, an initial temperature distribution must be speci-
fied. With radiation included, two sets of boundary conditions
are necessary. One set has the requirements for conventional
heat conduction solutions of the transient energy equation that
the interaction of external convection is related to internal con-
duction at the boundaries, and that both temperature and con-
duction heat flux are continuous at internal interfaces of a com-
posite. The second set of boundary conditions is for radiative
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fluxes that are reflected and transmitted at each boundary: this
provides the ¢;,(0, 7) and ¢, (D, 7) needed for Egs. (2b) and
(3), that are radiative fluxes inside the material leaving the
boundaries, Fig. 1. For composites, these boundary conditions
also include radiative relations across internal interfaces.

As radiation passes through a semitransparent boundary, en-
ergy is not absorbed exactly at the boundary plane because the
boundary itself has no volume for absorption. Hence, if there
are no spectral regions in which the material is assumed opaque,
the boundary condition for Eq. (1) connecting external convec-
tion with internal conduction is the same as without radiation.
For example, at x = 0 in Fig. 1,

AT (x, T)]

=h (T T (1)~ T(x=0,7)].
Ox

v[k(T) 6)

x=0

When there are highly absorbing spectral regions in which the
semitransparent material can be considered opaque, there is
radiative exchange at the surface in the opaque regions that
combines with the convection and conduction. If there is an
externally incident spectral radiative flux distribution,
¢’ (1)dv, and the surface is in surroundings with refractive
index n = 1, this gives the boundary condition for the energy
equation, Eq. (1), as

oT(x, T)]

= h(1)[T, (1) — T(0, 7)]
Ox

- [k(T)

=0

+ f [auqfvl(T) - eueub(ov T)]dl/, (7)
opagque v regions

where radiative absorption and emission at the surface has been
included for the opaque regions.

The radiative boundary conditions for the partially transpar-
ent spectral regions (the spectral regions that are not included
in Eq. (7)) are used in the calculation of the radiative internal
heat source distributions S,.( x, 7) in Eq. (1). These conditions
depend on the surface reflection and transmission behavior.
They can be complicated by a change in refractive index across
an interface that produces reflections, changes the direction of
transmitted rays, and can provide total internal reflection for
part of the energy at an interface. For specular behavior at an
optically smooth interface such as the surface of a glass window,
the magnitudes of the reflected and transmitted radiative intensi-
ties are provided by the Fresnel optical equations, and they
depend on the refractive indices on the two sides of the interface
(Siegel and Howell, 1992). A rough interface may partly dif-
fuse the transmitted energy in a manner that is difficult to define
quantitatively, and the diffuse assumption is often made. For
an interface that is diffuse for both reflected and transmitted
energy, the diffuse flux inside the material leaving the boundary
is the sum of reflected and transmitted fluxes. This gives at x
= 0 in Fig. 1,

4:,(0,7) = (1 = p2)qlu(7) + pugn(0, 7). (8)

When specifying the surface reflectivities for Eq. (8), it is
important to include the behavior for radiation crossing an inter-
face from a medium of higher to one of lower refractive index;
the behavior is that some of the radiation arrives at the interface
at angles larger than the critical angle for total reflection. Hence,
an appreciable energy fraction approaching a boundary may be
totally internally reflected. This compensates for the spectral
emission within a solid having a maximum of n’e,,dv, while
spectral radiation exiting into a vacaum cannot exceed black-
body radiation, e,,dv. At elevated temperatures, total internal
reflection can be quite significant in ceramics where refractive
indices are usually in the range 1.5-2.5. Total internal reflec-
tions must be included in the relations for radiation crossing an
interface into a material with a smaller refractive index.

Journal of Heat Transfer

Specification of Properties Needed for Calculations

As for transient heat conduction calculations, the specific
heat, density, and thermal conductivity must be specified, and
they may need to be a function of temperature depending on
the material and temperature range. For a translucent material,
the thermal conductivity must have been determined to not
include any contribution from radiant transmission. For the radi-
ative source, the absorption and scattering coefficients must be
specified as a function of frequency, and they may depend on
temperature. For many translucent materials other than perhaps
glass and some optical window materials, these properties are
not known very well, and values may not be available at ele-
vated temperatures. If the material is nonhomogeneous, granu-
lar, or porous, the angular behavior of its internal scattering
may be difficult to determine with good accuracy. The reflection
properties at surfaces must be specified, which include the frac-
tion reflected, and how reflection varies with the angle of inci-
dence. The angular nature of the transmitted energy may be
important in some instances. The reflection and transmission
behavior depends on the refractive indices of the materials on
either side of the interface and on the texture of the interface
that is often difficult to quantify. As a result, it may be difficult
to specify the reflection and transmission properties with confi-
dence. The refractive index is known for many optical materials,
but may not be known accurately for some translucent ceramics.
The refractive index is also important for internal emission
in hot materials, as its square is in the emission term. Many
assumptions are often necessary before a calculation can be
performed.

Numerical Methods for Transient Solutions

The preceding relations briefly illustrate the equations used
to model transient heat transfer including radiation. Having de-
scribed the nature of the equations, boundary conditions, and
properties required, the solution methods are discussed. The
transient energy equation including a radiative internal energy
source must be solved using the boundary conditions relating
external convection and internal conduction.

When solving the energy equation, the radiative source must
be calculated at all locations for each time, and it becomes more
difficult and/or time consuming to evaluate if the geometry is
two or three-dimensional. Including scattering and spectrally
dependent properties provide additional complexity. The radia-
tive source must be evaluated from relations such as Egs. (2)
or (3) in each spectral region where there is significant radiant
energy. The radiative boundary relations such as Eq. (8) are
included in the source evaluation to provide the radiative fluxes
at the boundaries. Some of the methods used for source evalua-
tion are direct numerical integration (Siegel, 1996b), integra-
tion of the two-flux equations (Matthews et al., 1985; Corneli-
son and Howe, 1992; Siegel, 1995a, 1996a), various expansion
methods (Lii and @Zi§ik, 1972; Frankel, 1995), the differential
approximation (Wu and Ou, 1994), discrete ordinates (Su,
1995; Gorthala et al., 1994), radiative diffusion (Petrov, 1997),
and Monte Carlo (Derevyanko and Koltun, 1991). These are
the same as for steady-state calculations, and are described in
textbooks such as Siegel and Howell (1992), and in the refer-
ences cited here.

For solving the time-dependent energy equation, many tran-
sient analyses have used some type of time-marching finite-
difference procedure. To start the calculations, a common proce-
dure is to use the specified initial temperature distribution to
evaluate the radiative source. Then the energy equation is solved
with that source to move ahead one time increment. The new
temperature distribution is used to reevaluate the source, and
the energy equation then solved for the next time increment.
Hence, the temperatures are being extrapolated forward by using
a source evaluated with the current temperatures. With this
procedure, the temperature distribution is known to evaluate the
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Table 2 Types of solutions that have been obtained (with a few typical references)

1. Single plane layers.

. Heating of translucent plastics (Manohar et al. (1995)).

0 ~IN W RN —

. Glass plates with and without surface coatings (Heping and Lallemand (1989)).

. Layers with specified boundary temperatures (Schwander et al. (1990)).

. Layers with convection and incident radiation at boundaries (Field and Viskanta (1993), Fowle et al. (1969)).

. Surface subjected to a radiation pulse—flash method (Andre and Degiovanni (1995), Heping et al. (1991)).

. High-temperature insulating layer with scattering (Cornelison and Howe (1992), Matthews et al. (1985), Petrov (1997)).

. Convective heating with internal radiation to cool surroundings (Siegel (1995a)).
. Liquid-drop radiators for energy dissipation in space (Siegel (1987a)).

II. Composites of multiple plane layers with interface reflections (Timoshenko and Trener (1986), Siegel (1996c, d), Song and Viskanta

(1990)).

III. Semi-infinite regions with a plane boundary (Heinisch and Viskanta (1968), Kubo and Hayashiguchi (1981)).
IV. One-dimensional cylinders and concentric cylindrical regions (Siegel (1989a), Fernandes and Francis (1982), Gordaninejad and Francis

(1984)).

V. Spheres and concentric spherical regions (Tsai and Ozisik (1987), Chu and Weng (1992)).

V1. Highly backscattering spherical heat shields for atmospheric reentry (Cornelison and Howe (1992)).
VII. Two-dimensional square and rectangular regions (Siegel and Molls (1992), Wu and Ou (1994)).
VIII. Regions undergoing phase change (Habib (1971), Seki et al. (1978)).

source. This is especially convenient when dealing with spectral
regions to account for spectral property variations since the
blackbody energy in the spectral region can be evaluated from
the known temperature distribution.

The numerical solution of the energy equation in its simplest
form can be explicit, but this presents the difficulty that small
time increments are necessary for stability. The spatial incre-
ments may need to be especially small in certain regions with
large temperature gradients, and this requires using even smaller
time increments; the calculations then become long and possibly
inaccurate. It is usually better to use an implicit method to march
the energy equation ahead. For one-dimensional geometries, this
requires the solution of a tridiagonal matrix to simultaneously
solve for the temperatures at the next time. Although implicit
methods are often thought to be stable for arbitrary time incre-
ments, this only applies for simple situations. When using the
nonlinear radiative transfer equations with the energy equation,
it is usually necessary for stability to limit the time increment
size. An approach to improve stability is to make the solution
fully implicit without any time lag for evaluating the radiative
source term. This has been done in a few instances, and adds
considerable complexity (Siegel, 1996b). Even then, the solu-
tions have not been found stable if large time increments are
used in an effort to reduce the number of radiative source evalu-
ations during the transient. In addition to stability, it is necessary
to provide enough spatial and temporal increments so the solu-
tions will be numerically accurate.

Summary of Geometries and Applications That Have
Been Analyzed

The review that follows provides an overview of investiga-
tions and typical results for transient effects of radiation in
translucent materials. Transient results have been obtained for
various applications, geometries, and boundary conditions, as
summarized in Table 2. The largest number of results are for
single plane layers that includes glass plates, plastics, and ce-
ramics. Boundary temperatures can be specified, or, more gener-
ally, the translucent material is subjected to convection and/or
external radiation so that the boundary temperatures are ob-
tained during the solution. There are some results available for
composites of multiple plane layers. A limited number of tran-
sient solutions have been obtained for long cylinders and con-
centric cylindrical layers, and for spheres and concentric spheri-
cal layers. A few transient studies are available for two-dimen-
sional rectangles. Both gray and spectral results have been
obtained, especially for plane layers. Spectral properties are
included for materials like glass where the transparency varies
considerably with frequency. Both diffuse and specular bound-
aries have been examined for some geometries.
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Transient Predictions and Measurements for Plane
Layers

In view of the assumptions in analytical modeling and the
uncertainties in specifying properties, experimental verification
is very important if possible. Additional measurements are
needed for both transient and steady conditions. A small number
of the transient analyses have been made in conjunction with
radiation experiments, and comparisons are shown here of the
transient measurements with calculated values.

Heating and Cooling of Glass Plates.

Analytical Investigations. Radiation plays an important role
in the glass forming industry, as in the fabrication of curved and
tempered glass automobile windows. The heat transfer behavior
must be understood to perfect annealing and quenching proce-
dures. Some of the earliest conduction-radiation analyses for
transient conditions were for understanding the heat treatment
of glass plates (Gardon, 1958). An analysis for transient tem-
peratures in spacecraft windows during atmospheric reentry
conditions was performed by Fowle et al. (1969) using similar
methods. Computational techniques have continued to be devel-
oped for important design applications in the glass industry.
Results are in the literature for a variety of thermal conditions
that include both external radiation and convection, with and
without surface coatings.

Transient calculations for glass plates were made by Heping
and Lallemand (1989) to investigate internal radiation effects
for various boundary conditions. Several spectral bands were
included to account for the glass absorption properties, and a
nodal analysis was used based on the zonal radiative calculation
method. A variety of conditions were considered to better under-
stand heat transfer processes that can be used by the glass
industry. The results in Figs. 2(a) and 2(b) demonstrate the
effect on cooling a glass plate of putting coatings on its bound-
aries so they are opaque and do not allow radiant transmission.
This was part of a study to determine how coatings can be
used to regulate heat transfer processes in manufacturing with
translucent materials. The initial temperature distribution was
uniform in the hot glass so the dimensionless temperatures start
at 1. Equal convective cooling was then provided at both sur-
faces. The solid lines are predicted temperatures when both
internal radiation and conduction are included. These results are
compared with the dot-dashed lines for internal heat conduction
only. The conduction-radiation parameter, N = k/4Dn*cT?, is
an attempt to characterize the relative importance of conduction
and radiation. In Fig. 2(a), the N = 0.05 is small enough that
there is a significant effect of internal radiation that makes the
temperatures more uniform during transient cooling. The layer
also cools more rapidly with combined radiation and conduc-
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Fig. 2 Transient temperature distributions for cooling a glass plate,
showing comparison of combined radiation-conduction analysis with
that for conduction only, Ty = T = 1500 K, hyD/k = h,D/k = 0.1 (replot-
ted from Heping and Lallemand, 1989): (a) conduction-radiation parame-
ter, N = k/4Dn?¢T} = 0.05 and (b) conduction-radiation parameter, N
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tion. In Fig. 2(b), the conduction-radiation parameter is de-
creased to V = 0.005, therefore there is less effect of conduction,
and the glass cools somewhat more slowly. Internal radiation
makes the temperatures much more uniform than for conduction
alone. These results illustrate both the importance of internal
radiation and the detailed and accurate transient temperatures
that are needed to quantify combined radiation and conduction
effects for manufacturing processes.

The effects of the thermal conditions at the boundaries of a
translucent layer were also investigated by Schwander et al.
(1990) for a gray layer and for molten glass with four spectral
bands. The gray layer was between two parallel opaque walls
at temperatures T and 7, and three conditions were considered:
(1) direct contact with the walls with heat conduction across
both layer boundaries, (2) direct contact at only one side, and
(3) no contact with either of the opaque walls. Diffuse and
specular surface reflections were both considered, and the layer
temperature was initially uniform at 7. A parameter of impor-
tance is the optical thickness of the layer that characterizes its

Journal of Heat Transfer

ability to attenuate radiation along a path by absorption and
scattering. The radiation undergoes an exponential attenuation
according to the optical thickness of the path length. When the
translucent layer analyzed here was in direct contact with both
walls, the directional nature of the surface reflections had little
effect on the transient temperature distributions. When there
was no contact of a layer boundary with one or both opaque
walls, the type of surface reflections affected the temperature
distributions when the optical thickness of the glass plate was
small, such as 0.2. As the optical thickness of the layer in-
creased, the boundary characteristics had less influence in the
interior. For an optical thickness of 1, only a small effect of
the type of surface reflections was found on temperature distri-
butions, and the effect became very small when the optical
thickness increased to 5. The same conclusions were found for
a molten glass layer. This helps to define the conditions where
it is necessary to be concerned with the details of the directional
reflection and transmission at the boundaries of a semitranspar-
ent layer. The directional behavior is difficult to define for mod-
erately rough surfaces.

In the analysis by Su and Sutton (1995) for transient heating
of a window, one boundary was heated for 5 seconds by convec-
tion in high-speed flow, For convective heating by a nonradiat-
ing gas, the highest transient temperatures were at the heated
boundary, not within the glass interior. The increase in surface
temperature is of interest to predict when the glass will start to
soften, and, hence, when its optical characteristics may begin
to be distorted.

The transient analysis for glass by Su (1995) is for the early
part of a transient following the sudden application of a large
external radiative flux, The discrete ordinate method was used
to compute the radiative source distribution, but the formulation
is only briefly described.

Comparisons With Measurements for Cooling a Glass Win-
dow. Experimental results for cooling a window are in Fig. 3
from Field and Viskanta (1993). A glass plate was heated to
a temperature near its softening point, a little over 500°C. It
was then exposed on the front side to the ambient room to cool
by convection and radiation, and on the back side to convection
and a radiant heater. Three thermocouples were used on each
test plate, and they were carefully installed to minimize, as
much as possible, disturbing the radiative transfer, especially
for transient conditions. To avoid the use of bonding materials
such as ceramic cements, the thermocouples were fused into
the glass by placing them in 0.25 mm grooves and heating to
650°C in a helium atmosphere. One thermocouple was fused
into each surface, and the third molded into the window at its
center plane by fusing it between two layers of glass.

The measurements showed that internal radiation effects are
very significant during transient cooling, as predicted by calcu-
lations using five translucent spectral bands in the wavelength
range 0—5 pm and the glass opaque at larger wavelengths. This
is demonstrated in Fig. 3(a) where temperatures measured at
the front surface of a 11.68 mm thick window are compared
with predictions when radiation has either been included or
omitted in the analysis. With radiation omitted (dot-dashed
curve) the calculations are very far from the data. In contrast,
the solid curve shows very good agreement when radiation is
included in the analysis.

From the same study, Fig. 3(b) shows the difference in tran-
sient temperatures between the center plane and the front surface
of the window for three different window thicknesses. This
temperature difference is relatively small throughout the cooling
process and, as expected, increases with window thickness. The
predicted temperature difference is greater than measured, and
the deviation increases with thickness. The differences between
analysis and measurements are attributed by the authors to un-
certainty in the thermophysical properties of glass, most likely
the thermal conductivity, since the temperature difference pre-
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dictions are sensitive to this property. Further discussion on this
is in Mann et al. (1992). The radiative analysis and computation
techniques appear capable of providing good predictions if the
properties are known accurately.

Comparisons With Measurements for Transient Heating of
Glass. Measurements and calculations were made by Rub-
tsov et al. (1978) for a glass plate subjected to heating by
external radiation suddenly applied at one side. The data were
taken with 0.05 mm diameter platinum-platinum rhodium ther-
mocouples that were sealed into the glass at different depths.
The small thermocouple size was used to disturb local radiation
and conduction as little as possible. The results for window
glass are in Fig. 4 for a window 12.37 mm thick that was
mounted on a cooled support and irradiated by an external
source at 1017 K. The data are compared with calculations
(solid lines) that used detailed spectral properties for window
glass. Comparisons with measured transient surface tempera-
tures for quartz and alumosilicate glass are also included from
Fowle et al. (1969) (dashed and dot-dashed lines), where mea-
surements were taken with narrow thin-film gold resistance ther-
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Fig. 4 Comparisons of measurements for sudden radiative heating at
one side of a plane layer of glass 12.37 mm thick (from Rubtsov et al.,
1978)

mometers coated on the glass surfaces. The gold strip width
was small in order to minimize obstruction of radiation by the
strip. The data from Rubtsov et al. (1978) agree reasonably
well with the calculations; the curves are for temperatures at
both surfaces and for one internal location. Only qualitative
comparisons can be made with the data from Fowle et al. (1969)
taken for similar conditions at the hot surface of two windows,
but the general heating response is comparable.

Heating a Quartz Window.

Analysis for Heating a Spacecraft Window. Another exam-
ple of transient thermal behavior for a window is in Fig. 5, that
shows a simulated heating of a spacecraft fused silica wind-
shield during reentry in the terrestrial atmosphere (Heping and
Lallemand, 1989). Heating is on the boundary x = D, and is
by convection and radiation by gas assumed to be a blackbody
at 1200 K. The windshield, initially at 311 K, is 3 cm thick and
its radiation properties were modeled with six spectral absorp-
tion bands. The variation was included of the quartz refractive
index as a function of frequency; this affects both internal emis-
sion that depends on n” and surface reflectivities. The dot-
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Fig. 5 Transient temperature distributions for heating a quartz window
(at x/D = 1) during atmospheric reentry, showing comparison of analy-
ses for semitransparent and opaque layers. Temperature of the flow =
Ty2 = Tea = 1200 K, hy = 10 W/m2-K, h, = 100 W/m?2 K (replotted from
Heping and Lallemand, 1989)
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dashed lines are for an opaque layer where internally there is
only conduction, but there is radiation exchange at its bound-
aries. For the solid lines, the layer is semitransparent; this causes
the temperature of the heated boundary to increase less rapidly.
Internal radiation acts somewhat like enhanced heat conduction
so the temperature gradients are reduced. Internal reflections
also tend to equalize the transient temperatures by providing
multiple passes of radiation within the material that produce a
more uniform distribution of absorbed internal energy. Hence,
internal radiation produces somewhat more uniform tempera-
tures during the transient heating process.

Comparisons With Measurements for Heating a Quartz Win-
dow. The results in Fig. 6 from Fowle et al. (1969) are for a
quartz window with conditions that simulate heating a space-
craft window during atmospheric reentry. The window was ex-
posed to radiation on one side from a high temperature source,
and transient temperatures of the window surfaces were mea-
sured. For the results shown, a quartz window 6.35 mm thick
in vacuum was suddenly placed in front of a blackbody source
and kept there for 300 seconds. The source temperature was
1308 K, which specifies the incident spectral distribution, and
the window received a radiative flux of about 7 W/cm?. Very
narrow gold thin-film resistance grids were used to measure the
window surface temperatures. Results were compared with a
numerical simulation for one-dimensional heat flow with diffuse
incident radiation. Data on refractive index, density, and thermal
conductivity and specific heat as a function of temperature were
taken from technical publications of the manufacturer of the
quartz sample. The spectral absorption coefficient was deduced
from transmission data of the manufacturer. Reasonably good
agreement was obtained for all of the tests, with the accuracy
of the predicted results being within 5 percent or less, relative
to the absolute temperatures. With few exceptions, the measured
temperatures for the entire series of tests were lower than the
predicted values. It was thought that this might be the result of
deviations from one-dimensional heat flow caused by the finite
size of the blackbody source.

Transient Response of a Translucent Solid to a Pulse or
Step in External Radiation.

Analyses for Transient Response. The effect of a pulse or
a step in radiation incident on a translucent layer has been
analyzed by Andre and Degiovanni (1995), Heping et al.
(1991), Darby (1983), and Saito et al. (1976). An application
of the response to an energy pulse is for the flash heating method
to measure the thermal diffusivity of materials. In this method,
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normal incidence for 1 s; the glass boundaries are opacified (replotted
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the front side of a sample is irradiated by a short laser pulse,
and the temperature response is measured at the back side. Since
the thermal diffusivity is deduced from the back-side response,
it is desirable to have high energy absorption at the front to
provide a significant response; hence, the front side is often
coated with a strongly absorbing material. For a semitransparent
layer, radiative transfer from the front to the back surface is
avoided as much as possible by first coating the boundaries
with a highly reflecting material such as gold, and then applying
the absorbing coating. Although direct radiation between the
surfaces can be made small, there still may be radiative transport
within the material if it is at an elevated temperature. This makes
the interpretation of flash heating data much more difficult than
for an opaque material, especially when the translucent material
scatters radiation (Hahn et al., 1997). For the results in Fig. 7
(Heping et al., 1991), three spectral bands were used with
properties similar to glass. The transient response of the surface
temperature is shown for heating by a square-wave radiative
pulse for 1 second at normal incidence. For these results, both
boundaries of the translucent layer have an opaque coating as
used for the flash heating method, but semitransparent bound-
aries were also considered. The solid line is for radiation and
conduction in the material, and the dot-dashed curve is for
conduction only. There is a higher surface temperature peak for
conduction only, than there is for a translucent material where
energy transfer is augmented by radiative transfer.

The flash experiments of Andre and Degiovanni ( 1995) were
interpreted by using a transient analysis including radiation and
conduction, where a Crank-Nicholson method was used for ex-
trapolation forward in time. For the experiments, a frosted (dif-
fuse surfaces} glass sample was either coated with gold (highly
reflecting ), or was sprayed with black paint (highly absorbing).
It was found that by using highly reflecting boundaries and a
layer with a small optical thickness, internal radiative effects
were small, and the flash technique provided a direct measure-
ment of the thermal diffusivity of glass in the same way as for
an opaque material. This was for a temperature range of about
400 K to 800 K.

The penetration of radiation is also of interest for the ignition
of solid fuels. The analysis of Park and Tien (1990) includes
radiation in the pyrolyzed absorbing gas that is formed, and the
in-depth absorption of incident radiation by the solid fuel. Natu-
ral convection at the fuel boundary was shown to retard ignition.
The importance of in-depth radiative absorption on the ignition
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of solid fuel has also been shown by the ignition model of
Kashwagi (1974) and by Kindelan and Williams (1977).

Comparison With Measurements for Penetration of External
Radiative Heating. The study in Manohar et al. (1995) was
to investigate the spreading of a flame with regard to the ignition
of translucent plastic where radiation plays a significant role.
An important feature is the transient penetration of radiation
from an external source into the translucent plastic. During
flame spread along a surface, radiation emitted by the high-
temperature combustion products contributes to the process by
which the flame advances. Radiative penetration into the plastic
polymethylmethacrylate (PMMA) was computed numerically
using properties specified by fourteen bands, and it was com-
pared with measurements. Two cases were considered for dif-
fering surface conditions: the surface is clear for radiant trans-
mission, or the surface is covered with soot from adjacent com-
bustion. When the surface is soot covered, most of the incident
external radiation is absorbed by the soot that radiates some of
the energy into the semitransparent plastic. This produced a
much smaller internal radiation effect than for a clear surface
where radiation could enter directly. In the experiments, tran-
sient surface temperatures were measured for a PMMA layer
subjected to a large radiation flux of 16.2 kW/m?. Thermocou-
ples 100 um in diameter were used embedded in surface grooves
and covered with a thin PMMA layer. A temperature measure-
ment error estimate was made considering the size of the ther-
mocouple, uncertainty in its location in a region with a signifi-
cant temperature gradient, and the difference in emissivities of
the thermocouple and the PMMA surface. The estimated error
was *5 to 25 K. Comparisons of computed and measured tran-
sient surface temperatures for clear and blackened surfaces of
the plastic are in Fig. 8. The surface temperature increases more
rapidly when the surface is blackened, thereby providing surface
absorption. The analytical predictions have the same trends as
the measurements, but the computations indicate a somewhat
slower response. After about 120 seconds the analysis for the
blackened surface is in good agreement with experiment; for a
clear surface, the prediction is not as good. An earlier experi-
mental study by Mutoh et al. (1978) explored radiation induced
ignition of PMMA as a result of irradiation by a beam from a
CO, laser. The temperature and fuel concentration distributions
were examined in the gas plume formed adjacent to the surface.
A critical heat flux was found; above this value ignition occurred
in the plume somewhat away from the surface, while for lower

12 / Vol. 120, FEBRUARY 1998

3.0 T T L T T Al H
Ablation of Teflon
£ 251 Combined hzeating, 7
I 0.66 kW/cm®, conv.
g 20 1.05 kwrem®, rad, i
£
sl Convection |
- only,
8 0.66 KW/cm?
2 10r .
8
[]
e sk Radiation onzly, J
. 1.02 kW/cm
oo 1 1 i | I 1 L 1 L
0 1 2 3 4 5 6 7

Exposure time, 1, seconds

Fig. 9 Effect of radiative backscattering on reducing the ablation of
Teflon (from Howe et al., 1973)

fluxes it occurred very close to the surface. A related investiga-
tion is in Qian et al. (1994 ), but their transient model does not
include internal radiation effects.

Analysis for Radiant Heating of a Polytetrafluoroethylene
(Teflon) Layer. Teflon has been considered as a heat shield
against incident radiation. At temperatures below 600 K, Teflon
consists of 80 percent crystallites that provide radiative back-
scattering. Experimental results from Howe et al. (1973) that
illustrate the effectiveness of backscattering in reflecting away
incident radiation are in Fig. 9. Teflon was subjected to radiation
from an argon arc and convective heating. The incident radiation
was larger than the convection, but, as shown the ablation of
the Teflon surface by radiation, was considerably smaller than
by convection. The combined effect of radiation and convection
was almost the same as by convection alone; similar results are
in Arai (1979). Hence, Teflon was very effective in scattering
away incident radiation. When its temperature reaches 600 K,
the Teflon structure changes from polycrystalline to amorphous
and its volume reflecting ability is lost. To account for this,
Arai (1979) used a two-layer analysis where scattering became

_very small in the amorphous region: o, = 18 and <107¢ cm™’

for the polycrystalline and amorphous states, respectively.

The analysis by Yuen et al. (1990) was to examine when
any location in a Teflon layer reached the transition temperature
600 K during transient heating. Results are shown in Fig. 10
of the sudden application of a strong collimated radiant heating
flux of 42 W/cm? at the front side (x = 0) of a Teflon layer.
There was no convection at the front side, and the back side was
insulated and black for the results shown here. The properties of
Teflon were gray with an extinction coefficient of a + o, =
18.06 cm™' and a high albedo, Q = 0.99, with isotropic scatter-
ing. During the transient, energy was absorbed near the front
surface, and there was partial radiant energy penetration through
the layer with absorption at the back side. For thin layers, such
as D = 2 and 5 mm in Fig. 10, heating to 600 K occurred first
at the insulated black boundary at the back side. For a layer 9.5
mm thick, T = 600 K was reached simultaneously at both
boundaries. For larger thicknesses, the maximum temperature
is at the front surface. The switch with increasing thickness of
the maximum temperature from the back to the front boundary
was observed experimentally for layers with high scattering by
Seki et al. (1979). For the conditions in Fig. 10, the minimum
temperatures for the transient profiles were always within the
layer interior, and not at a boundary.

Analysis for Zirconia Heated by Intense Radiation, Zirco-
nia is a somewhat translucent ceramic that has been used for
thermal barrier coatings to protect metals in high temperature
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Fig. 10 Transient temperature distribution at the time when the melting
point of 600 K is reached locally in Teflon layers of various thickneases,
D, following sudden application of collimated radiant heating at the sur-
face x = 0 (replotted from Yuen et al., 1990)

applications such as in gas turbine or diesel engines. Transient
thermal behavior for cyclic conditions was analyzed by Thomas
(1992) for a ceramic cylinder liner in a diesel engine. Although
radiation is significant, conduction is more dominating in zirco-
nia with low porosity as used for thin thermal barrier coatings.
Radiation is more important when the insulation is porous.
The analysis of Matthews et al. (1985) was to study the
transient insulating behavior of zirconia with a high porosity in
the range of 80 to 90 percent. The results in Fig. 11 show
transient temperatures in a plane layer 12.7 mm thick following
the sudden application of intense concentrated solar radiation
on one side at x = 0 with a flux of 400 kW/m?. Zirconia is
highly scattering, especially in a porous form, and a scattering
albedo of Q0 = 0.99 was used for these calculations. Zirconia
is translucent for wavelengths up to about 5 xm, which includes
essentially all of the energy in the solar spectrum; at larger
wavelengths it can be assumed opaque. With both surfaces of
the layer cooled by convection and some backscattering in-
cluded in the radiation formulation, the internal heating by radi-
ative penetration through the front surface produces a maximum
temperature inside the layer near the front surface. This can
produce thermal stresses in that region. Radiation effects were
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Fig. 11 Transient temperature distributions in porous zirconia 1.27 cm

thick suddenly heated at x = 0 by intense solar radiation with a flux of
400 kW/m? (replotted from Matthews et al., 1985)
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Fig. 12 Transient response of high temperature fibrous thermal insula-
tion for heating at x = 0 by conditions of space shuttle reentry into the
earth’s atmosphere (replotted from Petrov, 1997)

dominating near the front surface, while both conduction and
radiation were important at the back of the layer away from the
incident radiation. The optical thickness (a¢ + o,)D of the layer
was about 100 including absorption and scattering, but with an
albedo of 0.99 the absorption optical thickness was only about
1. However, with a large optical thickness, scattering can often
act like absorption because it increases the radiation path lengths
in the material; this is shown in some results that follow. For
this study, the transient energy equation was solved with a finite-
difference method, with the radiative source term obtained from
a modified two-flux method that includes backscattering.

For additional information on anisotropic scattering, some
effects on transients in plane layers were investigated by Tsai
and Lin (1990). Effects of a linearly anisotropic scattering
phase function and Rayleigh scattering were both examined.
The initial temperature was uniform, and the boundaries were
then each changed to a different constant temperature. It was
found that a medium with strong backscattering required a
longer time to reach steady state than a medium with forward
scattering. The difference between having specular and diffuse
boundary reflections was found negligible; scattering evidently
diffused the radiation sufficiently that the directional character-
istics of the boundaries were not important. This agrees with
the findings of Schwander et al. (1990), and is of practical
significance as it is often difficult to quantify with good accuracy
the directional nature of interface reflections and transmission.

Analysis for Fibrous Protective Insulation Heated to Sim-
ulate Atmospheric Reentry. In a related analysis, Petrov
(1997) investigated possible methods to calculate the transient
thermal response of fiber thermal insulation. Considering the
optical properties of the insulation, which has considerable scat-
tering, it was found that a type of radiative diffusion analysis
worked best. Using this method, the results in Fig. 12 were
obtained for transient temperatures in a layer of space shuttle
thermal insulation 50 mm thick composed of silica fibers having
a density of 144 kg/m® and a porosity of 93.4 percent. The
boundary at x = O has a thin opaque black coating, and the
boundary at x = 50 mm is perfectly reflecting with its exterior
insulated. On the boundary at x = 0, the heating conditions
simulate a space shuttle entering the earth’s atmosphere. The
insulation layer starts at T; = 300 K, and the boundary tempera-
ture at x = 0 increases to 1500 K over a 5 min interval. It stays
at this temperature for 10 min, after which there is cooling for
5 min. The results in Fig. 12 show that the material being
protected, which is at x = 50 mm, increases to only about 400
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Fig. 13 Transient behavior of the centerline temperature in a semitrans-
parent layer with an Arrhenius internal heat generation rate below and
above the value to reach steady-state thermal equilibrium. (replotted
from Crosbie and Pattabongse, 1987)

K during the simulated reentry heating process. The behavior
during the 15 minutes of heating somewhat resembles that in
Fig. 11, but, without any convective cooling at x = 0, the
temperature maximum is at the surface. The surface temperature
decreases substantially after 15 min when cooling begins.

Analysis for Plane Layer With Internal Heat Generation.
As indicated by the energy equation, Eq. (1), there can be
internal heating such as by chemical reaction or electrical cur-
rents in addition to internal radiation effects. The investigation
by Crosbie and Pattabongse (1987) considers the interaction of
heat generation within a semitransparent material, with the heat
source by radiative absorption. Transient conduction and radia-
tion effects are analyzed in a gray absorbing and emitting mate-
rial between black walls with the layer initially at uniform tem-
perature. The transient is produced by the material starting to
release internal energy in a temperature dependent manner ac-
cording to the Arrhenius relation, A, exp(—E/RT), where A,
is the heat generation coefficient, E is the activation energy, R
is the universal gas constant, and 7 is the absolute temperature.
As temperatures in the layer increase, the heat losses increase
by conduction and radiation to the layer boundaries, and the
internal generation also increases. If the losses increase to the
level of the instantaneous internal generation, a steady state is
reached. If, however, the internal generation rate exceeds a
critical level, a steady condition cannot be reached; the material
continues to increase in temperature and ignition occurs. This is
illustrated by the results in Fig. 13 that show the layer centerline
temperature as time increases. The heat generation coefficient
is a measure of the magnitude of the internal Arrhenius heating.
For these results, when this coefficient is about 10,500 or less,
a steady condition is reached where energy losses can equal
internal generation. Above this heating level, the temperatures
continue to rise as the internal generation continues to increase
with temperature.

Analysis for Convective Heating With Radiative Cooling.
The results in Fig. 14 demonstrate the interesting effect of radia-
tive cooling from within a translucent material that is being
heated by convection at its boundaries. An absorbing-emitting
layer, initially at uniform temperature, was subjected to large
convective heating by a transparent gas with the same elevated
temperature on both sides (Siegel, 1995a). Throughout the tran-
sient, the surroundings were retained at the initial temperature
that is much lower than the gas temperature. This occurs in

14 / Vol. 120, FEBRUARY 1998

—— ATy =4000umK | Kkid4oT2D=0.1,
24 | == AoTen=2000umK n=2
Two spectral %P =01,
2.2 . bands aM_D =10
\ Steady state, Time, (46T31pcD)1
20 N

Dimensionless temperature, T(x,7)/ T,
®

0 .
1.0 / l\
0.0 0.1

02 03 04 05 06 07 08 09 10
Dimensionless coordinate, X = x/D
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some high temperature tests of ceramics by heating them in a
transparent gas flame with the surroundings at room tempera-
ture. As the layer temperatures increase, cooling to the surround-
ings occurs by radiation leaving from within the layer. Through-
out the transient this produces a temperature minimum within
the layer as a result of the negative heat source provided by
radiative loss from within the layer interior. At steady state
there is a balance of convective heating at the surface, that is
transferred into the layer by conduction, and radiation out to
the surroundings. This produces a much different temperature
distribution than the uniform temperature shown by the dot-
dash line in Fig. 14 for an opaque layer where radiation is lost
only from the layer boundaries. These results are for a two-
spectral-band calculation with optical thicknesses of @,D = 0.1
and 10 at short and long wavelengths, and temperature distribu-
tions are given for two cutoff wavelengths separating the two
bands. For a smaller cutoff wavelength (dashed lines), the layer
is less transmitting, and the results show how internal radiative
cooling is reduced so the temperatures at large time are closer
to the steady-state uniform value for an opaque layer. The two-
flux method was used to calculate the radiative source in the
layer. The differential equation, Eq. (5), for the radiative flux
function in this method was solved by deriving a Green’s func-
tion that satisfied boundary conditions derived from Eq. (8).
An implicit finite-difference numerical procedure was used to
solve the transient energy equation with the radiative source
evaluation one time increment behind the temperature calcula-
tion.

Transient Cooling of Nongray Gas Layer.

Analysis for Cooling a Gas Layer. Transient cooling of a
stationary nongray gas between parallel boundaries was ana-
lyzed by Tiwari et al. (1989). The layer was initially at a
uniform high temperature, and the temperature of one boundary
was suddenly decreased to initiate the transient. For the example
in Fig. 15, the initial temperature was T; = 1000 K, and the
boundary was decreased to 500 K; the gas pressure was 1 atm.
The gas cooled until steady state was reached with a steady
energy transfer by combined radiation and conduction through
the gas produced by the boundaries at differing temperatures.
The transient decrease in dimensionless centerline temperature
is shown for four gases. To investigate the importance of heat
conduction relative to radiation, two sets of curves are provided;
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the dot-dashed curves are for radiation only, while the solid
curves show the additional effect of conduction. Water vapor
was found to have the most rapid transient cooling response. It
has high radiative transfer relative to conduction so the addition
of conduction increased transient cooling by only a small
amount. The large radiative transfer arises from water vapor
having five strong vibration-rotation bands. However, CO with
one fundamental band was found to be a better radiating gas in
this situation than CO,, although CO, has three vibration-rota-
tion bands. This is because for this example the CO, had a
relatively large optical density, and was less effective in trans-
ferring radiation because of self absorption along the radiation
paths.

Comparisons With Measurements for Transient Heating of
Gaseous Ammonia. The measurements and calculations in
Fig. 16 were made by Rubtsov et al. (1978) for a layer of
gaseous ammonia suddenly subjected to heating by external
radiation suddenly applied at one side. The layer was horizontal,
and the radiative heating was through a transparent upper
boundary at.x = D; the ammonia was cooled by radiating energy
through a transparent lower boundary at x = 0. The gas layer
remained stable and did not flow during the heating process.
Temperature distributions across the layer thickness are shown
during a 2 second heating period; the data were taken with
0.05 mm diameter platinum—platinum rhodium thermocouples.
Calculations were made using detailed spectral properties of
gaseous ammonia. The ammonia gas had a pressure of 2 atm
and was 10.5 mm thick. As shown in Fig. 16, the agreement
of predictions with measurements is quite good.

Analysis of Plane Layer Without Heat Conduction.

Liquid-Drop Radiator Geometry. For a heat transfer analy-
sis at elevated temperatures in a material like glass, it is very
important to include both radiation and conduction, as demon-
strated in Figs. 2 and 5. A novel application dominated only by
radiation is the transient cooling of a layer of hot liquid drops.
The ‘‘liquid-drop”” heat radiator has been proposed as a com-
pact, light-weight device for dissipating waste heat from equip-
ment operating in the cold vacuum of outer space or on the
moon. As shown in Fig. 17(a), the radiator uses a droplet
generator that contains a perforated plate driven by pressure
pulsations; this forms the hot working fluid of a space power
system into a moving layer of very small drops. The droplet
layer travels through outer space until it cools sufficiently by
radiation. The cooled layer is then collected by another part of
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the structure, and the drops are combined into a continuous
liquid for recirculation through the power system.

Radiative Cooling of a Droplet Layer.  For the thermal anal-
ysis of a radiating droplet sheet, scattering was included to
evaluate its effect within the droplet cloud. Heat conduction
does not occur between drops, which simplifies the transient
energy equation somewhat. The radiative source was evaluated
numerically at each time step using the full equations of radia-
tive transfer such as Eq. (2) with the addition of isotropic
scattering, and the energy equation was integrated forward to
the next time step with a finite-difference method.

Typical results for radiative cooling are in Fig. 17(b) (Siegel,
1987a) for a gray droplet layer with an optical thickness of (a
+ o,)D = 2. The layer is initially at a uniform temperature,
and it is then exposed to the cold environment of outer space.
An optical thickness of 2 was found to be about the optimum
value for heat dissipation; a thinner layer does not radiate well,
and a thicker layer has too much self absorption that reduces
radiative dissipation relative to its mass. For this optical thick-
ness there is a very significant effect of increasing the scattering
albedo, and for a large albedo, @ = 0.9, the cooling rate is
substantially decreased. Note that for these results the optical
thickness is constant, so an increase in the scattering coefficient
corresponds to a decrease in the absorption coefficient, thereby
reducing the emitting ability of the layer that depends on the
absorption coefficient. A large albedo also makes the transient
temperature distributions more uniform. The effect of increasing
Q is quite different for larger optical thickness, as shown in
Fig. 17(c) for (a + o,)D = 10. In this case, a large albedo
decreases the cooling rate only a small amount, and provides
somewhat more uniform temperature profiles only during the
early part of the transient. Later in the transient, scattering has
little effect on the temperature distribution. This is because, in
a somewhat optically thick layer, scattering tends to enhance
absorption by increasing the path length traveled by radiation
within the medium. As a result, scattering acts partially like
absorption, and there is not a large effect of albedo in Fig.
17(c), as compared with Fig. 17(b).

Emittance of the Droplet Layer. Further analysis of the nu-
merical results in Siegel (1987a) revealed an interesting tran-
sient behavior for this type of radiative cooling. The layer emit-
tance, defined as the instantaneous radiative heat loss divided
by the blackbody flux corresponding to the instantaneous mean
temperature, became constant with time. This was true even
though the instantaneous heat loss and the layer mean tempera-
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Fig. 17 Radiative cooling of a liquid-drop layer in a radiator for heat dissipation in outer space (Siegel, 1987a): (a) liquid-drop
layer moving through space with a uniform velocity u for radiative heat dissipation (7 = z/u); (b) transient temperature distributions
for radiative cooling of a liquid-drop layer in a cold vacuum environment, layer optical thickness = 2; (c) transient temperature
distributions for radiative cooling of a liquid-drop layer in a cold vacuum environment, layer optical thickness = 10; (d) transient
emittance based on instantaneous heat loss and mean temperature

ture were both changing with time. Transient emittance values
from the numerical solution are in Fig. 17 () for various optical
thicknesses and scattering albedos. The highest emittance is at
the start of the transient when the layer is at uniform tempera-
ture. For a small optical thickness, the emittance does not
change much with time since the transient temperature profiles
tend to remain somewhat uniform, especially as scattering is
increased. A mathematical proof that the layer emittance be-
comes independent of time as the transient proceeds was ob-
tained in Siegel (1987b). A similarity solution was shown to
develop with time for conditions where the transient heat loss
is only by radiation, there is no heat conduction, and the sur-
roundings are at low temperature. More generally, this similarity
behavior was shown to exist (Siegel, 1995b) for a layer that
has a refractive index larger than n = 1 so there are internal
reflections at the boundaries.

One can make the liquid-drop radiator most efficient for en-
ergy dissipation by retaining a high layer emittance and having

16 / Vol. 120, FEBRUARY 1998

the drops remain at as high a temperature as possible while
radiating energy to space. For this it was proposed to have the
drops solidify and, thus, release energy at uniform temperature
while changing phase. Transient radiative cooling was analyzed
in Siegel (1987c, d) using three transient zones starting with
drops at the freezing temperature. The layer starts to cool by
losing latent heat until the outermost drops become solid, since
they cool the most rapidly. Cooling then continues by loss of
both latent and sensible heat depending on the droplet position
across the layer. After all drops have solidified they continue
to cool by loss of sensible heat. The emittance of the layer
begins to decrease as soon as the outer regions of the layer
become solid since their temperature then decreases by loss of
sensible heat.

Multi-Layer Composites

Analyses for Plane-Layer Composites. The investigations
in the previous section were for single plane layers. Several
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studies have been made of transients in translucent multi-layer
composites. In Tsai and Nixon (1986), the radiative transfer
equations without scattering were solved numerically in combi-
nation with the energy equation for a composite of layers with
diffuse boundaries. An example was given for transient heating
of a four-layer aircraft windshield where the layers are gray.
The layers all have the same refractive index so there are no
reflections at the interfaces between the layers. A multilayered
composite where some of the layers may not be in contact was
analyzed by Timoshenko and Trener (1986). The boundaries
were diffuse, scattering was not included, and the layers could
have spectral properties. A brief example was given for radiative
heating of a five-layer composite. The solution was obtained
by a finite-difference method using a variable grid size. A two-
layer composite was analyzed by Ho and Ozigik (1987), where
the composite was subjected to external radiation at one of its
boundaries. Each of the external boundaries was covered by a
thin opaque layer, isotropic scattering was included, and the
layers were gray. A Galerkin method was used to evaluate the
radiative source, and the transient energy equation was solved
with a finite-difference method.

The two-flux relations, as in Egs. (4) and (5), were used by
Siegel (1996¢, d) to obtain transient temperatures in two-layer
composites with gray and spectral layers. The two-flux differen-
tial equation was solved by deriving a Green’s function for the
composite with boundary conditions including external radia-
tion. The Green’s function solution for the radiative source
was combined with an implicit finite-difference solution of the
transient energy equation. The refractive index was larger than
one in each layer, and diffuse surface reflections were included.
The internal interface produces reflections within the composite
that were included. The transient results in Fig. 18 illustrate
how a scattering layer can be used for some conditions to reflect
away incident radiation and reduce temperatures in an adjacent
translucent layer. For the two parts of Fig. 18, scattering added
to the first layer of thickness, D, shields the second layer of
thickness D, from radiation incident on the boundary at x = 0.
The absorption optical thickness is kept at a; D, = 0.1 in the
first layer, while scattering is added so its optical thickness (a,
+ 0,1)D, increases from 0.1 to 10. The properties of the second
layer remain unchanged. The transient starts by suddenly
applying diffuse radiative heating at x = 0, while both bound-
aries of the composite (x = 0 and x = D, + D,) are strongly
cooled by convection. During most of the transient in Fig,
18(a), which is without scattering, the maximum temperature
is in the second layer near the internal interface. This is pro-
duced by radiation that penetrates through the first layer that
has a small optical thickness, and is absorbed in the second
layer with a larger optical thickness. The temperature distribu-
tions change considerably in Fig. 18(b), where large scattering
has been added in the first layer. Radiation penetration to the
second layer is reduced, and the maximum temperature is now
always in the first layer.

In Chan and Cho (1978), two semitransparent absorbing-
emitting media, each at a different uniform temperature, are
suddenly placed in contact. The media are gray, and they are
gases or particulate suspensions so heat conduction in them is
neglected and there are no reflections at their contact interface.
Each medium is thick, relative to its radiation penetration
length, so there is radiative transfer across the contact interface,
but no penetration of radiative energy to the interface region
from other boundaries.

Transient Measurements for a Composite—Heating of Ice
on a Lucite Wall. For a composite of two translucent materi-
als, comparisons of experimental measurements with analytical
predictions are in Fig. 19. This study by Song and Viskanta
(1990) was for examining radiative heating as a means for
removing an ice layer frozen onto a wall. Incident external
radiation can be used to penetrate through an ice layer and heat
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its interface with a wall. When the interface reaches the freezing
temperature, or somewhat above, the ice detaches. An experi-
ment was performed starting with an ice layer frozen onto a
transparent plastic (Lucite) plate. Since the temperatures are
low, internal emission in the layers was neglected in the analy-
sis. Twenty-one spectral bands were used in the calculations.
Surface reflectivities were calculated from the Fresnel equations
for radiation incident in the normal direction. Comparisons of
measurements and predictions are in Fig. 19 for ice layers start-
ing with three different thicknesses frozen onto a Lucite plate,
and for two radiant fluxes that are normally incident. The inci-
dent radiation was from lamps that simulated the spectrum of
solar radiation. The predictions are reasonably good for the
transient temperature rise of the ice-solid interface. In the analy-
sis, the transient calculations were terminated when the interface
reached 0°C. The measurements were continued to somewhat
longer times required for the ice to detach. It was postulated
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ice layer frozen onto a Lucite plate in surroundings at 23°C (replotted
from Song and Viskanta, 1990)

that extra time and a somewhat higher interface temperature
were required to overcome surface tension that was keeping the
ice attached.

Radiative heating plays an important role in the breaking up
of ice in lakes and rivers, as discussed by Gilpin et al. (1977).
Solar energy absorbed within the ice causes internal melting at
grain boundaries, and the ice structure is thereby weakened and
breaks apart. This is a different process than producing melting
at an ice-substrate interface for removal of an ice layer from a
structure. The spatial distribution where energy is absorbed
within the ice depends on the spectral absorption and scattering
properties of the ice, and on the spectral distribution of the
incident energy. Experimental results are in Gilpin et al. (1977)
for the properties of clear and cloudy ice when exposed to
heating by a tungsten lamp and by a simulated solar energy
source.

Analyses for Semi-Infinite Regions With a Plane
Boundary

The investigations in the previous sections were for single
and multiple plane layers. Several studies are now considered
for transients in translucent semi-infinite media with a plane
boundary. In Lick (1965), the medium was gray, and scattering
was not included. Initially, the medium was at zero temperature,
the plane boundary was raised to a finite temperature, and an
incident external radiation source was imposed. When radiation
was dominant over conduction, the maximum temperature prop-
agated in a wave-like fashion within the semi-infinite medium.
Heinisch and Viskanta (1968) used an approximate analysis to
study transient radiation and conduction in a semi-infinite gray
medium with variable properties. The medium was optically
thick and the diffusion approximation was used for the radiative
flux. Initially, the medium was at uniform temperature, and its
surface temperature was then changed to a new value. By using
a similarity relation, the energy equation was transformed into
a second-order ordinary differential equation that was solved
by Runge-Kutta integration.

The effect of isotropic scattering on transient radiative trans-
fer in a gray medium was analyzed by Kubo and Hayashiguchi
(1981) for a translucent semi-infinite volume, such as an ab-
sorbing and radiating gas or particulate suspension bounded
by a semitransparent plate. The transient begins by suddenly
changing the temperature of the bounding plate and providing
a radiative energy beam through the plate into the medium.
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There is no heat conduction, so the conclusions regarding scat-
tering effects apply for radiation dominated conditions. For scat-
tering albedos less than 0.8, the albedo had little effect on the
transient temperatures; only the extinction coefficient was sig-
nificant, so scattering acted much the same as absorption. In
another study by Kubo (1984), results were obtained for large
albedos, such as 2 = 0.99, and a separate effect of albedo was
found. The effect of scattering albedo agrees with the behavior
in Fig. 17(c¢) for transient radiative cooling of a layer without
heat conduction.

Analyses for Cylindrical and Spherical Regions

The previous sections have been for one-dimensional media
with plane boundaries; this section considers one-dimensional
shapes that are nonplanar.

Transients in Cylinders and Cylindrical Layers. Radia-
tive cooling was discussed earlier for a plane layer of many
small liquid drops for radiative heat dissipation in outer space.
A radiator of this type was analyzed in Siegel (1989a) con-
sisting of a cylindrical cloud of gray absorbing, emitting, and
isotropically scattering drops. As the cloud cools by radiation
from an initially uniform temperature, partial solidification oc-
curs, and a two-phase region is formed without temperatures
decreasing below the solidification temperature. Retaining this
high uniform temperature maintains a high emissive ability for
the cylindrical cloud.

Several analyses have been made for transients in a medium
in the annular space between two cylinders. Chang and Smith
(1970) considered a heat conducting, emitting, and absorbing
gray medium between two long coaxial cylinders. The bound-
aries were diffuse with specified emissivities, and the medium
refractive index was one. Initially, the medium was at uniform
temperature, and each boundary was then suddenly changed to
a different temperature. A two-flux approximation was used,
where the radiative source distribution was obtained by solving
a differential equation such as Eq. (4). By using Green’s func-
tions the solutions for both the source differential equation and
the transient energy equation were expressed as integral rela-
tions and solved by successive approximations.

Isotropic scattering was included by Fernandes and Francis
(1982) in an analysis of transient radiation and conduction in
a gray annular medium. The boundaries were gray, diffuse, and
at uniform temperature. The temperature in the annulus was
initially uniform, and the transient followed sudden changes in
the boundary temperatures. A finite-element method was used
to compute temperature and radiant intensity distributions, and
the transient term in the energy equation was integrated forward
in time with a Crank-Nicolson procedure.

To illustrate transient results in an annular region, typical
temperatures in a cylindrical annulus with black boundaries are
in Fig. 20 (Gordaninejad and Francis, 1984). Initially, the re-
gion was at a low uniform temperature. Then, the inner bound-
ary was raised to T'(7;), and the outer boundary to one-tenth of
that value, T(r,)/T(7;) = 0.1. The medium was gray, without
scattering, and its refractive index was one. The optical thick-
nesses of the inner and outer radii were ar; = 1 and ar, = 3,
so the region has considerable curvature. At steady state, the
temperature distribution has an *‘S”* shape that is also typical
of a plane layer between boundaries at differing temperatures.
The comparison with the logatithmic curve for steady-state heat
conduction (dot-dash line) shows there is an appreciable radia-
tion effect.

Transients in Spheres and Spherical Layers. Radiation
within a gray translucent medium with isotropic scattering that
is within a sphere was considered by Tsai and Ozisik (1987);
the sphere had a black internal boundary. The medium was
initially at uniform temperature; then, the boundary temperature
was suddenly changed to a different uniform value. A colloca-
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40T3(r;) = 0.01 (replotted from Fernandes and Francis, 1982)

tion method was used to obtain the radiative source, and an
implicit finite-difference method to solve the energy equation
that included heat conduction. Effects were shown of optical
thickness, scattering albedo, and the conduction-radiation pa-
rameter. An earlier transient analysis for radiative cooling of a
sphere of high temperature gas is by Viskanta and Lall (1965).
The gas was gray, without scattering, and heat conduction was
not included. The results showed how the gas cooling rate de-
creased with increasing optical radius and how the cooling de-
pended on the initial temperature distribution. References are
given for earlier Russian literature on the cooling of high-tem-
perature air.

Bayazitoglu and Suryanarayana (1989) considered transient
heat transfer in an opaque sphere surrounded by a translucent
concentric spherical layer. The surrounding layer partially insu-
lated the internal sphere from radiative heat loss from its sur-
face. The translucent concentric spherical layer was gray with
absorption, emission, and isotropic scattering, but without heat
conduction. Since the internal sphere was opaque, heat transfer
within it was only by conduction, and temperatures were ob-
tained numerically with an explicit finite-difference method.

A gray annular region between two concentric spheres was
analyzed by Chu and Weng (1992) including conduction, ab-
sorption, emission, and anisotropic scattering. The region was
initially at uniform temperature; then, the inner and outer bound-
ary temperatures were each changed to a different uniform
value. Emphasis was given to the effect of anisotropic scatter-
ing. It was found that increased time was required to reach
steady state for a strongly backscattering medium compared
with one that is strongly forward scattering; this agrees with
the results of Tsai and Lin (1990). This behavior was attributed
to the radiant energy emitted by the medium being transferred to
the boundaries more easily if the medium is forward scattering.

A highly backscattering material was also considered by Cor-
nelison and Howe (1992) for radiative transfer in a concentric
spherical heat shield for reentry through a planetary atmosphere.
The shield was highly backscattering to reflect away incident
radiation. Internal emission was neglected compared with the
large externally incident radiant flux, and spectral properties
were included. The composition of the heat shield was deter-
mined by selecting a translucent material that had spectral prop-
erties such that it transmitted almost all, and hence absorbed
very little, of the incident radiation. The material can be pulver-
ized into a fine powder with optimum particle sizes for backscat-
tering as determined by scattering theory. The powder can then
be reformed into a solid material with densely packed scattering
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sites. Zinc selenide was used for the calculations; it has a low
absorption coefficient of 0.005 cm™! over a broad wavelength
range and a scattering coefficient as high as 800 cm™'. For
some calculations, the shield had a uniform initial temperature
of 300 K, and was 10 cm thick with an inner radius of curvature
of 100 cm. It was exposed to a radiative heat flux of 300 W/
cm? and a convective flux of 100 W/cm?. The maximum tem-
peratures were found to be at the external surface. With large
internal backscattering, there was considerable scattering away
of the incident radiation and it required 40 seconds for the
external surface to reach the shield melting temperature. With-
out internal scattering and with an opaque and black external
surface, the heating time to melting is only 7 seconds. Earlier
research on the transient behavior of backscattering heat shields
is in Howe et al. (1973).

Analyses for Two-Dimensional Rectangular Geome-
tries

As might be expected because of the additional computational
effort, especially for computing the radiative energy source dis-
tribution from relations such as Egs. {2) or (3), investigations
of transients in multidimensional geometries including radiation
effects are much less than for plane layers. The geometry in
Fig. 21 is a two-dimensional rectangular region investigated by
Siegel and Molls (1992). The volume is a gray emitting and
absorbing medium that is heat conducting, and the transient
temperatures are functions of x and y, but not the z-direction.
The medium refractive index was 1, so there were no internal
reflections at the boundaries. A finite-difference method was
used for integrating the energy equation, with solutions obtained
with an alternating-direction-implicit method. Variable time in-
crements and grid sizes were used so that small time increments
could be used in the early part of the transient, with longer
increments in the later stages of the transient where temperature
changes were more gradual; this conserved computer time. The
spatial grid points were concentrated in regions where large
temperature  gradients were expected. Two-dimensional
Gaussian integration was used to evaluate the local radiative
source from the instantaneous temperature distribution.

Ilustrative transient temperature distributions along the
boundary of a square are in Fig. 22. The region is initially
at uniform temperature, and is then placed in a cold vacuum
environment such as for experiments utilizing cooling in outer
space. Radiative cooling is the only means for energy loss from
the volume, since there is no surrounding medium to conduct
energy away. Heat conduction, however, is an additional means
to equalize internal temperatures depending on the relative mag-
nitude of conduction and radiation. The optical side length in
Fig. 22 is aD = 10, and because of symmetry, values are shown
only along one-half of a side. When the transient begins and
the hot region is suddenly subjected to a cold black environ-
ment, the outer parts of the square cross section begin to cool
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following placement into cold vacuum surroundings; initial temperature
distribution is uniform (from Siegel and Molls, 1992)

most rapidly. Temperature distributions are shown at four times
during the transient, corresponding to when 3, 10, 25, and 40
percent of the initial internal energy has been radiated away.
The figure includes the limits for radiation without conduction,
N = 0, and for radiation with infinite conduction, N = «, For
finite internal heat conduction, N > 0, the external conditions
without convection or conduction impose a zero internal tem-
perature gradient normal to the boundaries as from Eq. (6).
Although it is not shown by these results that are along the
boundary, the internal temperature distribution can be quite
curved near the boundary as N approaches zero, which is the
limit for radiation only. For N = 0.1, heat conduction is large
enough to provide significant equalization of the temperature
distribution across the region and also along the boundary.
There is less temperature equalization early in the transient
when temperature distributions are influenced more by the rapid
action of radiative transfer than by the slower action of internal
diffusion by heat conduction.

A two-dimensional rectangular region was analyzed by Wu
and Ou (1994) including isotropic scattering. The medium is
gray and has a refractive index larger than one, but the bound-
aries are black so there are no internal reflections. A modified
differential approximation was used for the radiative source
evaluation, and the energy equation was solved with a finite-
difference method. Dimensionless temperature distributions are
in Fig. 23 for a square cross section, and for a rectangular region
with an aspect ratio B/D = 0.2. The transient is produced by
starting with the region at uniform temperature and then raising
the temperatures of three sides by the same amount; the temper-
ature of the lower side (at y = 0 in Fig. 21) remains at its
original value. Temperatures are shown that extend across the
short dimension and are centrally located along a plane half
way between the short sides. The temperatures are nondimen-
sionalized such that the distributions extend from 1 to 0 as y in
Fig. 21 increases from 0 to B. For short times, there is an
insignificant difference in temperatures between the square and
rectangular geometries. At long times, the temperature profile
across the short dimension of the rectangle becomes somewhat
like that for a translucent layer at steady state between infinite
parallel boundaries with unequal specified temperatures. This
limit is approached as B/D becomes very small, but the behavior
is already evident for B/D = 0.2.

The study by Derevyanko and Koltun (1991) is for a rectan-
gular region that is assumed to be two-dimensional. Two oppo-
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site boundaries transmit radiation, while the other two are
bounded by opaque walls that are assumed black. The semi-
transparent medium is gray, without scattering, and heat con-
duction is included. The radiative energy source is evaluated
with a Monte Carlo type of method, and it lags one time incre-
ment behind the finite-difference solution procedure used for
integrating the energy equation.

Analyses for Regions Undergoing Phase Change

Some phase change materials, such as ice, are translucent so
that during solidification or melting, radiative transport may be
combined with conduction in the energy transfer to or from a
solidification interface. Depending on the temperatures in-
volved, internal emission may not be important, but the material
may be subjected to external radiation sources such as an ice
layer exposed to the sun. Phase change was analyzed by Habib
(1971, 1973), Seki et al. (1978), and Shih et al. (1986) for
solidification in plane and cylindrical geometries. The liquid
was initially at the freezing temperature, and remained at that
temperature throughout solidification. A boundary of the semi-
transparent medium was decreased in temperature to initiate the
solidification process. In Habib (1971), the boundary and the
solidification interface were each given an emissivity value,
while in Seki et al. (1978) both of these interfaces were assumed
black. The solidified material was gray and without scattering.

A finite-difference analysis was used by Abrams and
Viskanta (1974) to investigate this type of problem in more
detail for optical materials such as fluorite. A spectral-band
model was used for a calculation with solidification, and gray
properties were used when analyzing melting. Radiative transfer
was found to have a significant effect for the thermal conditions
associated with solidification and melting for many of these
materials. During solidification, radiative transport can produce
a temperature profile within the liquid phase that leads to unsta-
ble interfacial growth,

Another effect of internal radiation on phase change within
translucent materials was investigated analytically by Chan et
al. (1983). A proposed feature was that for radiative penetration
producing internal melting, a two-phase zone may exist in which
partial phase change occurs; this zone is contained between the
liquid and solid phases. A gray translucent semi-infinite medium
was analyzed, bounded by a black surface, and the medium was
assumed to have a distinct melting point. The medium was
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initially liquid at the melting point, and the temperature of the
black boundary was then decreased. Since the refractive index
was assumed to remain unchanged during phase change, scatter-
ing was neglected from liquid-solid interfaces within the two-
phase mixture. The radiative portion of the analysis was limited
to using an optically thin approximation.

Concluding Remarks

Transient effects of thermal radiation in translucent materials
are important for many applications such as glass manufactur-
ing, ceramics at high temperature, and radiative heat shields, as
summarized in Table 1. In the presence of radiation, internal
temperature responses for translucent materials can be consider-
ably different than for heat conduction alone. Transient tempera-
ture distributions can have unusual shapes, and must be investi-
gated to be assured that temperature limits are not exceeded
and to permit evaluation of transient thermal stresses. During
the past 40 years an appreciable literature has developed, but
because of the additional mathematical and computational com-
plexities that transients impose, it is substantially less than for
steady conditions. Much of the literature is for one-dimensional
shapes, mostly plane layers, with some results for cylinders and
spheres. There are less results for multilayer composites and
multidimensional shapes, especially when spectral calculations
are considered. There is a modest amount of transient experi-
mental data obtained for plane layers and compared with analy-
ses using the experimental conditions. More transient measure-
ments are needed to verify analytical modeling and computa-
tions. Agreement of calculations with experiments is often good
if the internal and surface properties of the semitransparent
material are known in detail for use in the theory.

A transient solution involves two parts: (1) the evaluation of
the spatial distribution of the internal radiative energy source
at each time, and (2) the solution of the transient energy equa-
tion. In a finite-difference time-marching solution, the radiative
source evaluation is usually at one time increment earlier than
the energy equation forward integration, so the temperature dis-
tribution is known for the source computation. This is especially
convenient when including spectral property variations since the
amounts of energy in the spectral bands depend on temperature.
Because of the time lag in the evaluation of the radiative source,
the complete solution method for the temperatures is not fully
implicit even if an implicit solution is used for the energy equa-
tion with a known radiative heat source. Hence, for computa-
tional stability, it is usually necessary to have small time incre-
ments during the forward time marching of the solution; this
can result in long computer times.

The transient radiative source in the material has been evalu-
ated by the same procedures used for steady-state solutions.
This includes direct numerical integration, discrete ordinates,
Monte Carlo methods, and approximate methods such as expan-
sions in spherical harmonics, radiative diffusion, and two-flux
methods for plane layers. Approximate methods can save con-
siderable computer time, but additional verification of accuracy
is needed for their application to transient situations.

As expected, radiative penetration can provide rapid tempera-
ture responses within a material, and the maximum temperature
is often not at a boundary. For simultaneous radiative heating
and convective cooling, there can be large temperature gradients
near surfaces that can cause difficulties with thermal stresses.
When there is large convective heating at the boundaries in the
presence of cool surroundings, there can be radiative cooling
from within the translucent material. This can yield temperature
distributions considerably different than those physically possi-
ble when there is only internal heat conduction. For some condi-
tions, internal radiation can make the transient temperature dis-
tributions more uniform than for convective heating or cooling.

In the limit of small heat conduction relative to radiation,
such as for radiative cooling of a layer filled with drops or
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particles, a similarity solution can develop during the transient
for some conditions. The instantaneous heat loss becomes pro-
portional to the fourth power of the instantaneous mean temper-
ature so the layer emittance becomes constant with time.

Internal reflections can be important when the translucent
material has a refractive index larger than one. Reflections can
tend to equalize absorption of radiation within the material,
producing more uniform temperature distributions as the refrac-
tive index is increased. The spectral nature of the material is
important since regions of moderate transparency permit multi-
ple reflections before the radiation is absorbed. These regions
also allow the penetration of external radiation into the material,
and still provide a large enough absorption coefficient to absorb
energy and produce a local transient heat source within the
interior.

There is a very significant need for additional experimental
measurements and comparisons with results computed using the
experimental conditions. This is especially true for transients in
multidimensional shapes. The comparisons shown here indicate
that reasonable predictions can often be made if the material
properties can be specified in detail. Unfortunately, spectral
properties are not known very well for materials like translucent
ceramics, especially at elevated temperatures. Surface reflection
and transmission characteristics are difficult to define for some-
what rough surfaces.

The development of faster computers will enable transient
calculations to be carried out in a reasonable time since the
radiative source distribution must be evaluated in detail at each
time. As the literature continues to develop, it is expected that
more information will become available on transients in multidi-
mensional shapes including spectral property variations and
scattering. Only a few multidimensional shapes have been in-
vestigated at present, and there is a lack of experimental data.
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Superconductors

The potential of using high-T, superconductors as intensity modulators for far-infra-
red radiation is investigated in this work. Reflectance and transmittance for several
design structures are computed using the published optical constants of the supercon-
ductor YBa,Cu;0; and substrate materials. Notable differences in the reflectance and

transmittance between the superconducting state and the normal state are illustrated.
The best results are obtained based on the reflectance of thin films ( 10 nm—50 nm
thick) on thin substrates (less than 100 um thick) and for radiation incident on the
substrate. This study demonstrates that high-T, superconductive thin films can be
used to build far-infrared radiation modulators. Future experimental study is recom-
mended in order to materialize this promising thermo-optical device.

Introduction

A superconductor is in the superconducting state only at tem-
peratures below the critical temperature (7,), under either no
bias current or a bias current less than the critical current, and
subject to either no magnetic field or a magnetic field not to
exceed the critical field. The transport and other properties of
superconductors change abruptly between the superconducting
and normal states, which could be used to make electronic and
optical devices. For example, superconducting bolometers use
the change of the electrical resistance of a superconductor in
the transition region to measure the radiant power (Zhang and
Frenkel, 1994, and references therein). High-T, superconduc-
tors have been used to fabricate microwave switches and modu-
lators based on the sudden change of microwave surface resis-
tance (or transmission) between the superconducting and nor-
mal states (Karparkov et al., 1993; Poulin et al., 1995). These
switching devices can be made very fast by optical or current
pulses (Karasik et al., 1995). The high reflectivity of supercon-
ducting films in the far-infrared region has been explored for
use in radiation shields and Fabry-Perot resonators (Malone et
al., 1993a, 1993b, and references therein). However, the poten-
tial of using high-7, films as radiation modulators in the far-
infrared (30 ym-1000 um wavelength) has not been investi-
gated.

Radiation modulators or switches are important devices for
spectroscopic and laser applications (Alius and Dodel, 1994,
Grossman, 1989; Pankove, 1975). Far-infrared modulators are
important devices for spectroscopic studies in the terahertz fre-
quency range (Datla et al., 1995). Their applications include
remote sensing of the earth’s atmosphere, space temperature
measurement, automotive and military radars, and molecular
spectroscopy for materials characterization and process control.
In the near and mid-infrared regions, oxides of vanadium, such
as VO, and V,0;, have been used to build optical switches
based on the phase transition from the semiconductor state to
the metallic state (Lewis et al., 1995; De Natale, 1995). The
far-infrared reflectance of an optically thick (opaque) supercon-
ducting film changes only a few percent from the normal state
to the superconducting state (Renk et al., 1991; Van der Marel
et al., 1991). The reflectance and transmittance of thin films,
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however, exhibited more striking changes (Flik et al., 1992;
Gao et al., 1991; Hadni et al., 1995; Moser et al., 1993). This
work investigates the feasibility of far-infrared radiation modu-
lators based on high-T, superconducting films, by evaluating
the reflectance and transmittance for various designs in both
the superconducting and normal states. The superconductor
YBa,CuO; (T, = 90 K) is used because it has been studied
the most among all high-T, superconductive materials.

The frequency- and temperature-dependent complex dielec-
tric function recommended by Zhang et al. (1994a) is used to
obtain the optical constants of YBa,Cu;0, in the superconduct-
ing state. This model accounts for the absorption by residual
normal-state electrons, a finite electron scattering rate, and a
mid-infrared absorption band due to interband electronic transi-
tions. The Drude free-electron model is used for the normal
state and for the residual normal electrons at temperatures lower
than 7,. Different device arrangements and substrates are con-
sidered and compared. This study presents a promising thermo-
optical device based on high-7, superconducting thin films, and
it suggests future theoretical and experimental research for real-
ization of this kind of device.

Optical Constants

Optical Constants of the Superconductor YBa,Cu;0,.
Zhang et al. (1994a) used a dielectric function model with
adjustable parameters for the ab plane of YBa,Cu;0Q,, and ob-
tained good agreement with the reflectance and absorptance
data reported by many groups on c-axis oriented epitaxial films
and single crystals. The frequency-dependent dielectric function
can be expressed by a linear superposition ( Tanner and Timusk,
1992):

€(w) = € + nir(w) + fia(w) + (1 — fe(w), (1)

where ¢, and ¢, are the contributions of the normal and supercon-
ducting electrons, respectively, and f, is the fraction of normal
electrons. The high-frequency dielectric constant ¢.. ~ 4. The
mid-infrared band €., is assumed to be a Lorentzian phonon
oscillator with a center frequency of 1800 cm™' (5.56 um wave-
length), a damping coefficient of 5000 cm™', and a plasma
frequency of 18,000 cm™' (Zhang et al., 1994a).

In the normal state, f, = 1 and the last term in Eq. (1) is
zero. The contribution of normal-state carriers is modeled using
the Drude free-electron model. Two parameters, the dc conduc-
tivity o4 and the carrier scattering rate -y, are needed to calculate
€,. A frequency-independent scattering rate is used in this study.
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The dc conductivity and the scattering rate change almost lin-
early with temperature in the normal state (Flik et al., 1992).
The parameters are chosen to be oo ~ 1.6 X 105 (2 m)~! and
v~ 155 ¢cm™' (2,91 x 10" rad/s) at 100 K, and o, =~ 5.0 X
10° (2 m)~' and y ~ 500 cm™" at 300 K (Tanner and Timusk,
1992).

At temperatures below the critical temperature T, the contri-
bution of the superconducting electrons ¢, is calculated from
the algorithm developed by Zimmermann et al. (1991). The
input parameters besides wavelength and temperature are the
critical temperature 7,, the energy gap at 0 K, the dc conductiv-
ity oo, and the scattering rate y. The parameters are taken from
Zhang et al. (1994a): the critical temperature is T, = 91 K and
the frequency corresponding to the energy gap at 0 K is 500
em™! (20 um wavelength). The dc conductivity and the scatter-
ing rate below T, are obtained based on a fitting procedure
described in the work of Flik et al. (1992). Near 0 K, the dc
conductivity is taken to be 2.5 X 10 (2 m) !, and the scattering
rate is 100 cm™'. Due to defects, impurities, and possibly the
free carriers in the CuO chains, the high-T, superconductors
exhibit residual absorption, even at temperatures much lower
than T, (Renk et al., 1991; Flik et al., 1992). This is accounted
for by using a fraction of noncondensing (i.e., residual normal)
electrons f,. Below T, f, is the ratio of the residual normal
electron density to the total electron density, and it does not
depend on temperature. Flik et al. (1992) obtained f, = 0.5 for
a set of thin films (10 nm—200 nm thick) at 10 K and 78 K.
Zhang et al. (1994a) determined f, to be between 0.15 and 0.3
for five high-quality opaque samples at temperatures from 10
K to 45 K.

The complex refractive index N is the square root of the
dielectric function, i.e.,

N(w) = n(w) + ik(w) = ve(w), (2)

where n is the refractive index, and « is the extinction coeffi-
cient. The calculated optical constants {n and «) are plotted as
functions of N (the wavelength in vacuum) in Fig. 1 for different
temperatures and f,. The optical constants are almost indepen-
dent of temperature at wavelengths less than the gap wavelength
(=~20 pm). At A > 30 pum, n becomes much smaller, whereas
k becomes greater in the superconducting state than in the nor-
mal state. For an ideal superconductor, the dielectric function
is a real negative, and the complex refractive index is purely
imaginary (n = 0). It is the zero refractive index that makes
an ideal superconductor lossless (nonabsorbing). Due to the
mid-infrared band and residual normal electrons, the refractive
index is not zero at low temperatures. The differences in optical
constants between 10 K and 60 K are relatively small for f, =
0.2. For f, = 0, the refractive index at 10 K decreases towards
long wavelengths. The key issue of using high-7, superconduc-
tors as far-infrared modulators is whether changes in the optical
constants could cause sufficient differences in the reflectance
and transmittance between the superconducting and normal
states. The change from the superconducting state to the normal
state may be driven by a pulsed electrical current, magnetic
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Fig. 1 Optical constants of the superconductor YBa,Cu;0;: (a) refrac-
tive index n; (b) extinction coefficient «.

field, or optical irradiation. Optical properties of high-7, super-
conductors under strong current, field, or laser pulses need to
be further investigated.

Although the model discussed above is advantageous over
the Mattis-Bardeen theory and the conventional two-fluid model
(Phelan et al., 1992; Zhang et al., 1992; 1994a), there are
several unresolved issues related to the optical properties of
high-T, superconductors. Examples are the existence of the en-
ergy gap, the mid-infrared and residual absorption mechanisms,
the vortex dynamics, the controversy of s-wave versus d-wave,
strong coupling versus weak coupling, and the dependence of
the scattering rate upon temperature and frequency (Bonn et
al., 1992; Hadni et al., 1995; Karrai et al., 1992; Tanner and
Timusk, 1992). Other theories have been used in the literature
(Akis et al., 1991; Gao et al., 1991). For films as thin as 35
nm and in the normal state, the refractive index of bulk materials
can be used to calculate the radiative properties of thin films
(Phelan et al., 1992). Thin films (<25 nm thick), however,
often possess inferior properties, e.g., a slightly lower 7, a
lower electrical conductivity, and a larger scattering rate (Flik
et al.,, 1992; Zhang et al.,, 1992). These effects are not consid-

d = thickness, m
f, = fraction of normal electrons
i= ( -1 ) 12
N = complex refractive index
n = refractive index, i.e., real part of N
R = reflectance
T = transmittance

€o = electrical permittivity of free space,
8.854 x 1072 C/(V m)
€mir = mid-infrared absorption band due
to interband electronic transitions
€, = contributions of the normal elec-
trons to the dielectric function
€, = contributions of the superconduct-

k = extinction coefficient, i.e., imagi-
nary part of N
\ = wavelength in vacuum, m
pr = reflectivity at the air-film interface
oy = dc conductivity, (2 m)~!
w = angular frequency, rad/s

T, = critical temperature, K ing electrons to the dielectric func-  Subscripts
v = electron scattering rate, rad/s tion F = film
e = dielectric function € = high-frequency dielectric constant S = substrate
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Fig. 2 lllustration of the reflectance and transmittance for six different
designs: (1) an optically thick film; {2) a thin film on a semi-infinite sub-
strate; (3) a thin film on a thick substrate, incident on the film; (4) a thin
film on a thick substrate, incident on the substrate; (5) a thin film on a
thin substrate, incident on the film; (6) a thin film on a thin substrate,
incident on the substrate.

ered in the present paper. However, the predicted results are
compared with published data whenever possible.

Optical Constants of Substrates. The best films made so
far are on SrTiO; and LaAlQ; substrates. SrTiO; is not a suitable
substrate for thin-film applications due to its large dielectric
constant (highly reflecting in the far-infrared). In the present
study, the optical constants of LaAlO; are calculated from the
Lorentzian phonon model obtained by Zhang et al. (1994b).
Perhaps Si and MgO are the most suitable substrates since they
are transparent in the far-infrared region, and they can be used to
grow films of relatively high quality. The far-infrared complex
refractive index of MgO has been determined by Cunsolo et al.
(1992) from transmittance and reflectance measurements. MgO
is opaque in the mid-infrared due to phonon absorption, and
becomes transparent in the far infrared. The onset wavelength
is A = 100 um at room temperature and A =~ 30 pm at 20 K.
At temperatures below 100 K, the absorption is very small and
the refractive index changes less than 5 percent between 20 K
and 100 K for 100 pm < N\ < 300 um (Cunsolo et al., 1992).
Silicon has a wide transparent window in the mid and far infra-
red, can be used to grow high-quality films, and can be made
very thin by micromachining techniques (Fenner et al., 1992).
A buffer layer, such as yttria-stabilized zirconia (YSZ) or CeO,,
is needed due to the lattice mismatch between YBa,Cu;0; and
Si. Since this layer is of the order of 50 nm thick, the absorption
and dispersion by the buffer layer are insignificant in the far
infrared because of the small « values of the dielectric materials
in the far infrared. The absorption of undoped Si is negligibly
small, and the change of the refractive index is less than 1
percent from room temperature down to 1.5 K for 30 ym < A
< 300 um (Loewenstein et al., 1973 ). Therefore, the refractive
index of Si is ~3.4 and its extinction coefficient is ~0.

Reflectance and Transmittance

Six possible design structures for radiation modulation are
shown in Fig. 2. Design 1 is based on an optically thick film. The
penetration depth (A/47k) of the superconductor YBa,Cu,0; is
~100 nm at 100 K and at A = 100 pm, and reduces as tempera-
ture decreases. A film of thickness greater than 400 nm would

26 / Vol. 120, FEBRUARY 1998

be essentially opaque, though the penetration depth increases
with wavelength in the normal state. Design 2 consists of a thin
film on a semi-infinite substrate. The substrate may be optically
thick or wedged so that multiple reflections in the substrate are
eliminated. The equations for computing pr, R,, and T, are
from Heavens (1965). Designs 3 and 4 are composed of thin
films on thick transparent substrates. The interference effects in
the substrate are eliminated either by using a lower instrumental
resolution or by using a numerical averaging method. Therefore,
radiation in the substrate is incoherent. This approach is applica-
ble to ds = 0.5 mm and N = 300 pgm. The reflectance for
incidence on the film (R in design 3) is different from that for
incidence on the substrate (R in design 4), but the transmit-
tance (T') is the same for either incidence. The values Ry, Ry,
and T are calculated using the expressions presented by Choi
et al. (1992) and Zhang et al. (1995). Designs 5 and 6 are for
thin substrates (ds < 100 um) and for long wavelengths (A >
100 pum). In this case, the interference effects of the substrate
are significant and must be taken into account. Radiation may
be incident either on the film or on the substrate (see Fig. 2).
The expressions for Ry, Rg, and T' can be derived from thin-
film optics (Heavens, 1965).

Partial coherence theory may be used to calculate optical
properties of layered structures with intermediate degrees of
coherence (Chen and Tien, 1992; Zhang, 1994). For demonstra-
tion purposes, radiation in the substrate is treated as either com-
pletely coherent or completely incoherent. Transmittance and
reflectance of multilayer structures may be calculated using the
matrix formulation described by Zhang and Flik (1993). Since
the buffer layer has little effect on the far-infrared properties,
only two layers (film and substrate) are considered. The re-
flectance and transmittance depend on the angle of incidence,
and the superconductor YBa,Cu;0; is anisotropic. The optical
properties of metallic materials for random polarization change
little with the angle of incidence unless it is close to 90 deg.
Malone et al. (1993b) calculated the radiation exchange be-
tween two parallel surfaces (at least one is made of a high-T.
superconducting film), and found that the influence of the c-
axis optical constants was small (=5 percent). Therefore, the
direction of incidence is assumed to be normal to the film.

Results and Discussions

The calculated reflectivity for design 1 with opaque films is
shown in Fig. 3, together with measured data at 10 K and 95
K from Renk et al. (1991). The predicted reflectivity agrees
well with those measured within the experimental uncertainty
of 0.005. The reflectivity is quite high in the far-infrared, even
in the normal state. This is because of the metallic behavior of
YBa,Cu;0; in the normal state, i.e., large n» and x (as shown
in Fig. 1). Notice that with f, = 0.2, the calculated reflectivity

10K, f"=0 2T s
0.99 / 95 K
[ R N -
= i [ b2
> 60K, f =0. 2
= \
S 0.98 [ 120K ]
=
Q -7 _.-/ OPTICALLY THICK
4 097F o YBa,Cu,0, FILMS
h
o 0.96 Lines are predicted
T © 10 K, Renk et al. (1991)
H A 95 K, Renk et al. (1991)
0.95 P -
10 100 1000

WAVELENGTH &, pm

Fig. 3 Reflectance for optically thick films (design 1 in Fig. 2)
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Fig. 4 Reflectance for films on semi-infinite LaAlO, substrates (design
2) at A = 100 um, the data are from Flik et al. (1992)

at 10 K is similar to that at 60 K. The reflectivity at 10 K is
less than 1 at wavelengths longer than the gap wavelength due
to absorption by the mid-infrared band and residual normal
electrons. The difference between the superconducting and nor-
mal states is less than 0.03, which is too small for modulation
applications.

The reflectance of thin films on semi-infinite substrates (de-
sign 2) exhibits a distinct difference between the superconduct-
ing and normal states, as shown in Fig. 4. The complex refrac-
tive index of a LaAlO, is taken to be 5.5 + i2.6 X 1072 at
temperatures from 10 K to 95 K (Zhang et al., 1994b). The
predicted maximum difference in reflectance between 60 K and
95 K is 0,10 for a LaAlQ; substrate. Flik et al. (1992) measured
the reflectance for several thin films on LaAlQ; substrates at
wavelengths up to 100 uwm, which is shown in Fig. 4. Although
the measured R, is consistently lower than the calculated, the
temperature dependence of R, is consistent between the mea-
sured and the predicted reflectance. Using different values of
0o, fn, and vy, Flik et al. (1992) fitted the data to an agreement
of 2-3 percent at wavelengths between 10 pum and 100 um.
Since the objective of the present study is to evaluate different
designs, all the parameters are fixed for the calculation of the
optical constants. The optical constants of thin films in the far-
infrared region (beyond 100 pum) merit further investigation.
Calculations of the wavelength-dependent reflectance for a 20
nm film showed that the reflectance at 95 K increases slightly,
whereas the reflectance in the superconducting state increases
rapidly as wavelength increases. Therefore, the difference in
reflectance increases with wavelength,

The predicted transmittance as a function of film thickness
at A = 200 um is shown in Fig. 5 for thick MgO substrates

100"'j‘l""!"'l".'l AR LR
Lines are predicted
- 0! o 20K, Cunsoloetal. (1993) |
w ) e 100 K, Cunsolo et al. (1993)
0 W D 20K, Gao et al. (1991)
<z: 102} ¥y : m 100K, Gao et al. (1991) ]
= 0ol
& 10
=
§ 4 =
4] - - ‘
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107 R IS B | N ——
0 50 100 150 200 250 300

FILM THICKNESS d_, nm

Fig.5 Transmittance versus film thickness at A = 200 um for thick MgO
substrates (design 3)
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Fig. 6 Reflectance of thin-film/thick-substrate structures: (a} radiation
incident on the film {(design 3); (b) radiation incident on the substrate
(design 4).

(design 3) together with data from Cunsolo et al. (1993) and
Gao et al. (1991). The transmittance decreases as d increases.
Cunsolo et al. (1993) measured the transmittance for a 50 nm
film on a 0.5 mm MgO substrate. The values at A = 200 pum
are ~0.005 at 20 K and ~0.017 at 100 K. Gao et al. (1991)
measured the far-infrared transmittance for a 180 nm thick film
on a wedged 1 mm thick MgO substrate using a synchrotron
source. At A = 200 um, they obtained a transmittance of 0.0003
at 20 K and 0.0026 at 100 K. As shown in Fig. 5, the predicted
values are lower than the measured data because of the large
op and small f, used in calculating the optical constants. Al-
though the change in transmittance is significant for dr > 20
nm, the absolute value of transmittance is too low for practical
applications. The penetration depth in the normal state increases
as the wavelength increases (since « o« A'? for large A as
predicted by the Drude model), whereas the penetration depth
in the superconducting state does not change significantly
(Zhang et al., 1994a). Hence, the transmittance change is more
distinct in the microwave region (Hangyo et al., 1993; Moser
et al., 1993).

In Figs. 6 to 8, the substrate is taken to be Si, with a refractive
index of 3.4 and an extinction coefficient of 0 (Loewenstein,
1973). The calculated results using MgO substrates are similar
because the refractive indices of MgO and Si for A > 100
um are not very different at temperatures below 100 K. The
reflectance of a film on a thick substrate is shown in Fig. 6 for
radiation incident either on the film (design 3) or on the sub-
strate (design 4). Notice that Ry is always higher than Rj.
The differences in reflectance between the superconducting and
normal states are significant, especially for Rs. The difference
increases with wavelength quickly from 30 ym to 100 ym and
slowly from 100 pgm to 1000 pm. Calculation showed that
there exists an optimized film thickness which yields the largest
difference in Ry or Rg. The optimized d is somewhere between
10 nm and 20 nm. Cunsolo et al. (1993) observed a difference
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Fig. 8 Reflectance versus substrate thickness for dr = 10 nm (design
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in Ry of about 0.08 between 20 K and 100 K at 50 ym = \ =
100 pm with a 50 nm thick YBa,Cu,O; film on a 0.5 mm thick
MgO substrate. The calculated difference in Rr for a 50 nm
thick film on a thick MgO substrate is ~0.1 between 10 K and
100 K at A = 100 um, which is consistent with the measured
difference. The absolute values of the predicted reflectance,
however, are always higher than the experimental data for the
reason discussed above.

The temperature dependence of Ry is evident in Fig. 7 (dr =
10 nm at A = 300 pm), i.e., it decreases more than 0.5 from
60 K to 95 K. The large difference has not been observed by
experiments because all data reported so far are for incidence
on the film., It has been noticed that incidence from the substrate
side could increase the absorptance of film/substrate composites
(Zhang and Frenkel, 1994). The change in the reflectance is
sufficient for intensity modulation of far-infrared radiation.

28 / Vol. 120, FEBRUARY 1998

The free spectral range (FSR), i.e., the spacing between two
interference extrema, for a 0.5 mm thick Si substrate is
(2nsds)™" ~ 3 cm™'. It increases as ds decreases. In the far-
infrared measurements, the instrumental resolution is often
comparable to the FSR, resulting in notable interference fringes
(Hadni et al., 1995). Far-infrared lasers are often used because
of their high intensity. In this case, the radiation is confined in
a narrow spectral width and is coherent in both the film and
the substrate. Therefore, interference effects in the substrate
must be included. The reflectance of thin-film/thin-substrate
composites (design 6) is shown in Fig. 8. The reflectance R§
changes periodically with ds. The period is Ads = N/2ns (Bonn
and Wolf, 1980), which is =30 pgm for A = 200 gm and ~59
pm for A = 400 um. The contrast in reflectance between 60 K
and 95 K is distinct, in particular, at the reflectance minimum.
At N = 200 pum, the reflectance changes from ~0.05 (at 95 K)
to ~0.5 (at 60 K) for ds = 13 um, 43 pm, 72 pm, and so on.
At N = 400 pm, the reflectance changes from ~0.05 (at 95 K)
to =~0.79 (at 60 K) for dg ~ 27.5 ym, 86 pm, and so on. The
change in R} is not as prominent because R} is much greater
than R in the normal state. For a given ds, the reflectance and
transmittance depend on wavelength. Hence, far-infrared modu-
lators based on thin-film/thin-substrate structures are sensitive
to wavelength. The notable differences in reflectance illustrate
that high-7, superconductors can be used to build far-infrared
intensity modulators. The reflectance for incidence on the sub-
strate must be experimentally investigated to verify the pre-
dicted results.

The calculated transmittance for design 5 at A = 400 pm and
dr = 10 nm changes from ~0.0064 (at 95 K) to ~0.058 (at
60 K) for a Si substrate with ds = 56 um (where the transmit-
tance is minimum). The transmittance for the thin-film/thin-
substrate structure is also too small to be used for far-infrared
modulators. Hadni et al. (1995) measured the transmittance
spectra for a 20 nm thick film on a 0.53 mm thick MgO sub-
strate, and observed spectral oscillations in the far-infrared re-
gion from 250 pm to 1000 pym wavelength. At X ~ 470 um,
where the transmittance is minimum, the transmittance changes
from ~0.07 at 53 K to ~0.2 at 105 K (Hadni et al., 1995).
Since the radiation in the substrate is partially coherent in this
case, it is possible that the measured transmittance minima are
greater than the predicted ones using the expression for com-
pletely coherent situation. The optical constants of thin films
may differ from those for bulk materials as discussed above.

Conclusions

This work demonstrates a promising application of high-7,
superconductive thin films as far-infrared intensity modulators
by calculating the reflectance and transmittance in both the
superconducting and normal states for several possible device
arrangements. The differences in reflectance at temperatures
from 60 K to 95 K are substantial, especially for radiation
incident on the substrate. The difference could be further en-
hanced by optimizing the thicknesses of both the film and the
substrate for any given wavelength. For example, at A = 400
pm, the reflectance could be reduced by nearly 16 times (from
0.79 to 0.05) when the temperature is increased from 60 K to 95
K. Measurements of the reflectance of thin-film/thin-substrate
structures for incidence on the substrate are required to realize
this type of device. The optical constants for thin films could
be different from those obtained for opaque samples. Further
studies are needed to accurately determine the optical constants
of thin films (10 nm—50 nm thick) in the far-infrared region.
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Temperature-Dependent Thermal
Conductivity of Single-Crystal
Silicon Layers in SOl Substrates

Self heating diminishes the reliability of silicon-on-insulator (SOI ) transistors, partic-
ularly those that must withstand electrostatic discharge ( ESD) pulses. This problem
is alleviated by lateral thermal conduction in the silicon device layer, whose thermal
conductivity is not known. The present work develops a technique for measuring this
property and provides data for layers in wafers fabricated using bond-and-etch-back
(BESOI ) technology. The room-temperature thermal conductivity data decrease with
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Y. K. Leung decreasing layer thickness, ds, to a value nearly 40 percent less than that of bulk
silicon for d; = 0.42 um. The agreement of the data with the predictions of phonon
transport analysis between 20 and 300 K strongly indicates that phonon scattering

S. S. Wong on layer boundaries is responsible for a large part of the reduction. The reduction

is also due in part to concentrations of imperfections larger than those in bulk
samples. The data show that the buried oxide in BESOI wafers has a thermal conduc-
tivity that is nearly equal to that of bulk fused quartz. The present work will lead to
more accurate thermal simulations of SOI transistors and cantilever MEMS struc-
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tures.

1 Introduction

Silicon-on-insulator (SOI) circuits promise advantages in
speed and processing expense compared to circuits made from
bulk silicon (e.g., Peters, 1993). The buried silicon-dioxide
layer in SOI circuits has a very low thermal conductivity, which
results in a large thermal resistance between the device and the
chip packaging. This is a major problem for transistors that
experience brief pulses of heating, such as ESD protection de-
vices (e.g., Amerasekera et al., 1992), for which the tempera-
ture rise is dominated by conduction within micrometers of
active regions. Lateral conduction parallel to the plane of the
wafer in the silicon device layer can strongly reduce the temper-
ature rise in active regions, such as the transistor channel (Good-
son et al., 1995). However, this effect cannot be accurately
predicted at present because the thermal conductivity of the
device layer is not known. The lateral thermal conductivity of
the silicon layer in SOI substrates is also important for the
design of many MicroElectroMechanical Systems (MEMS)
which use single-crystal silicon cantilevers that are etched from
SOI substrates. One example is the cantilever of Chui et al.
(1996), which uses heat pulses to make sub-micrometer pits in
PMMA for high-density data storage.

Heat conduction in silicon is dominated by phonon transport,
even in the presence of large concentrations of free charge
‘carriers. The device-layer thermal conductivity is reduced com-
pared to that of bulk silicon due to scattering mechanisms in
the layer that are not present in the bulk material, such as those
depicted in Fig. 1. Phonon-boundary scattering is particularly
important at low temperatures, where the mean free path would
otherwise become arbitrarily large. While phonon-boundary in-
teractions govern the thermal conductivity of any silicon sample
at low enough temperatures, the reduction is more severe and
extends to higher temperatures for thin layers than for bulk
samples. Also important is phonon scattering on imperfections,
which exist in larger concentrations in SOI substrates than in
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bulk material. The higher concentrations result from steps in
the wafer fabrication process, such as SIMOX implantation
(e.g., Cellar and White, 1992) and the epitaxial growth process
of BESOI wafers (Maszara, 1991). While the impact of these
imperfections on electrical transport has been studied, there has
been little progress on modeling or measuring their impact on
heat transport. Finally, the impurities and additional free carriers
in doped semiconducting regions impede heat transport com-
pared to that in bulk intrinsic silicon (Goodson and Cooper,
1995). There are data available for the thermal conductivity of
bulk doped samples ( Touloukian et al., 1970a) which show a
strong reduction for impurity concentrations greater than about
5% 10" em™, but it is not clear if the bulk data are appropriate
for layers doped using thin-film implantation and diffusion tech-
niques.

Previous work (Paul et al., 1993, 1994; Von Arx and Baltes,
1992; Von Arx et al., 1995; Mastrangelo and Miiller, 1988; Tai
et al., 1988) measured the lateral thermal conductivity of doped
polysilicon layers. These authors reported a reduction of up to
80 percent compared to the conductivity of bulk intrinsic silicon.
While it is not clear which of the mechanisms shown in Fig. 1
is responsible for the reduction in the polysilicon layers for
which data are available, it is likely that the grain boundaries
are responsible for a fraction of the reduction. It would therefore
be inappropriate to assume that the thermal conductivity of the
crystalline layers in SOI substrates can be determined using the
existing data for polycrystalline samples.

Very few data are available for the thermal conductivity of
single-crystal silicon samples with submillimeter dimensions.
Savvides and Goldsmid (1973) measured the thermal conduc-
tivity of pure and neutron-irradiated crystalline silicon with di-
mensions comparable to 20, 40, 60, and 100 pm at temperatures
of 200 and 300 K. They did not observe a size effect on the
thermal conductivity even for the thinnest pure silicon specimen
at 200 K. Yu et al. (1996) measured the thermal diffusivity of
a 4 pm thick, free-standing silicon film at room temperature
and observed no significant reduction in the thermal diffusivity
compared to that of bulk samples. However, a recent study
reported a two orders of magnitude reduction in the thermal
conductivity of a 0.15 gm thick silicon layer made using SI-
MOX technology at temperatures between 330 and 380 K
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Fig. 1 Phonon scattering mechanisms which reduce the thermal con-

ductivity of SOI device layers compared to that of bulk intrinsic silicon.
The thermal conductivity of silicon is dominated by phonon transport.

(Zheng et al., 1996). These data motivate the present study,
which provides a systematic measurement of the thermal con-
ductivities of single-crystal silicon layers of thickness compara-
ble to and less than one micrometer. The resulting data are of
practical relevance for SOI devices and are of fundamental
interest because of the information they provide about phonon
free paths in the bulk material.

This work develops a technique for measuring the lateral
thermal conductivity of SOI device layers. The technique has
the advantage that it uses doping and photolithography tech-
niques that are compatible with CMOS technology, such that it
can be directly integrated onto an SOI watfer for parallel device
and thermal-property characterization. The measurements yield
the vertical thermal resistance of the buried silicon dioxide as
well as the lateral thermal conductivity of the silicon device
layer using two separate structures. This manuscript reports data
for BESOI silicon layers of thickness between 0.4 and 1.6 um
at temperatures between 20 and 300 K. The range of thicknesses
and temperatures aids with the determination of the relative
importance of the phonon-boundary scattering mechanism, The
data provided here assist with the study of self heating in thin-
film SOI transistors. They are also important for the design of
the large variety of microscopic thermal sensors and actuators
that are made from SOI substrates. From a more fundamental
viewpoint, study of the thermal conductivity in thin crystalline
silicon films provides an opportunity to more directly determine
the spectrum of phonon mean free paths in this material, by
means of the conductivity reduction due to phonon boundary

Nomenclature

scattering. The potential for such fundamental study is particu-
larly large in SOI wafers, whose device layers resemble the
bulk material in purity and microstructural quality.

2 Experimental Structures and Procedure

Figure 2 shows a cross-sectional schematic and an electron
micrograph of the experimental structure used to measure the
lateral thermal conductivity of the SOI device layer. The wafers
in the present study are fabricated using BESOI technology, in
which a p* epitaxial layer doped with about 10* boron atoms
cm™ serves as the etch stop. The device layer is grown on the
etch-stop layer and is doped with less than 10" boron atoms
cm™* due to the residual boron in the chamber. After the bond-
ing, the silicon substrate is etched with a KOH/isopropy! alco-
hol solution which stops at the p* layer. The p* layer is then
removed using a 1:3:8 solution of 49 percent HF, 70 percent
HNOs;, and 98 percent CH;COOH. This solution selectively
etches the p ™ region and stops at the undoped layer. The moder-
ately doped bridge, which is used here as a heater for the thermal
conductivity measurements, is fabricated using a 50 keV im-
plantation of BF,+ with dosage 5 X 10" ¢cm 2 and a subsequent
30 minute anneal at 1220 K. Two sets of structures are used in
the present study, distinguished by the die from which they are
fabricated. Data reported here over the temperature range of 20
to 300 K are obtained from die no. 1 with silicon device layer
thicknesses d; = 0.42, 0.83, and 1.6 um and buried oxide thick-
ness d, = 3 pm. Data are obtained from die no. 2 at room
temperature, with silicon device layer thicknesses d, = 0.42,
0.72, and 1.42 um. The dies are attached within a 68-pin leadless
chip carrier device package, wire bonded, and mounted on the
chip-carrier assembly of an open-circuit MTD-160 cryogenic
test system. The cryogenic system thermometer has an accuracy
of +0.5 K from 10 K to 100 K and 1 percent from 100 to
350 K.

During the measurement heat is generated by electrical cur-
rent sustained in a doped region within the silicon device layer,
yielding a temperature rise in the layer that decays rapidly with
increasing x. The temperatures at two locations above the device
layer are detected using electrical-resistance thermometry in the
patterned aluminum bridges A and B, shown in Fig. 2(a). The
lengths of the bridges in the direction normal to Fig. 2(a) are
1100 pm. The electrical current in the aluminum bridges is kept

Cy = phonon-specific heat per unit vol-

7 = mean surface roughness, m

ume, J m> K™
d, = thickness of buried silicon-dioxide
layer, m
d, = thickness of silicon device layer, m
F = mean free path reduction ratio due
to boundary scattering, Eq. (5)
hp = Planck’s constant divided by 27 =
1.055 x 107 J s
k = thermal conductivity, W m™" K™!
ks = Boltzmann constant = 1.38 X
102K
k, = normal thermal conductivity of
buriled silicon-dioxide layer, W m~
K-
k, = lateral thermal conductivity of sili-
con device layer, W m™' K™
Ly = healing length along SQOI device
layer, (d,d,k./k,)'"*, m
M = atomic mass of the host atom, kg
n = concentration of point defects, m~
p = specular reflection coefficient, Eq.

(6)
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P' = heater power per unit length, W
m—-l
T = temperature, K
T, = temperature at x = x,, K
Ty = temperature at x = xz, K
T, = temperature at the silicon sub-
strate/silicon dioxide interface
V = volume of host atom, m’
v, = phonon velocity, m s ™!
x = separation from center of the

bridge, m

x4 = location of the aluminum bridge
A, m

xp = location of the aluminum bridge
B, m

Xo = fitting parameter for approxima-
tion to analytical solution, Eqg.
(1), m
x,, = dimensionless phonon frequency
6 = dimensionless parameter = d,/
Ay
AM = mass difference between the im-
purity and the host atom, kg

& A = phonon wavelength, m
“"Anp = phonon mean free path in the
absence of boundary scatter-
ing, m
# = angle of incidence, rad
® = Debye temperature, K
7 = phonon relaxation time, s
7p = phonon relaxation time due to
defects, s
TppuLk = phonon relaxation time due to
intrinsic defects, s
Tpsor = phonon relaxation time due to
defects introduced during fab-
rication process, $
Tyg = phonon relaxation time in the
absence of boundary scatter-
ing, s
7y = phonon relaxation time due to
Umklapp processes, s
w = phonon angular frequency, rad
S~l
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Fig. 2 Cross sectional diagram (a) and electron micrograph (b) of the
experimental structure used to measure the lateral thermal conductivity
of the SOl silicon device layer. To achieve a small uncertainty, the separa-
tions x, and x; need to be somewhat less than the thermal healing length
in the device, L, = (d.d.k./k,)"’?. The present study uses x, = 5 and Xz
=10 um.

very small to ensure negligible Joule heating. Convective and
radiative heat loss from the surfaces of the aluminum bridges
is negligible (Goodson et al., 1995), which causes the bridge
temperatures to be nearly equal to those of the silicon overlayer
at x = x, and x = x;.

Thermal conduction in the experimental structure is modeled
most rigorously in the present work using an analytical solution
to the steady-state two-dimensional heat conduction equation
in the silicon device layer, the underlying silicon dioxide layer,
and the silicon substrate. The two-dimensional analysis can be

32 / Vol. 120, FEBRUARY 1998

very well approximated using a closed-form solution to the one-
dimensional heat conduction equation in the x-direction along
the device layer if three conditions are met. The first condition
is that the temperature variation in the silicon substrate just
beneath the buried oxide is small compared to that within the
silicon device layer, which allows the use of an isothermal
boundary condition at the bottom interface of the buried silicon
dioxide. The more rigorous two-dimensional analysis is used
to show that this condition is satisfied in the present work. The
temperature variation at this interface, within a 100 ym width
centered below the heater, is less than 0.1 percent of that be-
tween the silicon heater and the substrate for measurements
performed within the temperature range of 20 K to 300 K. The
second condition is that the temperature variation in the silicon
device layer normal to the substrate at any position x is negligi-
ble compared to that in the buried silicon dioxide layer. This
condition is satisfied when the thermal resistance for conduction
normal to the silicon is much less than that for conduction normal
to the underlying oxide, which requires (d,/k,)/(d,/k,) < 1. The
length d, is the oxide thickness, and k, and k, are the thermal
conductivities of the silicon dioxide and the silicon layers, respec-
tively. This condition is satisfied in the present work, for which
this ratio is always smaller than 0.002. The third condition is that
the lateral conduction in the silicon dioxide is negligible compared
to that within the silicon device layer, which is satisfied given a
small ratio of the lateral conductances (d,k,/dk,) < 1. The value
of this ratio in the present work is always less than 0.08. Since
each of these conditions is satisfied, a one-dimensional solution
to the thermal-conduction equation in the x direction along the
device layer is appropriate. The thermal healing length in the
device layer, Ly = (d,dk,/k,)"?, is defined here as the character-
istic lateral lengthscale of the temperature decay to the substrate
temperature within the device layer. For 2 um < x < Ly,
the temperature rise predicted using the more rigorous two-
dimensional heat conduction analysis is approximated within

1.5 percent by
exp| — -2
p Lo )

where P’ is the heater power per unit length and T, is the
substrate temperature beneath the experimental structure. The
length x, is a parameter between 0.4 and 0.6 um which is used
to match the temperature distribution from Eq. (1) to the exact
solution of the one-dimensional heat conduction equation that
includes the 2 um wide heated region. The 1.5 percent differ-
ence between Eq. (1) and the more rigorous solution to the
two-dimensional heat equation is neglected here because it is
much smaller than the experimental uncertainty resulting from
other factors. When the width of the aluminum bridge is much
smaller than the healing length, which is satisfied in the present
study, the temperature rises in the two aluminum bridges are
approximately equal to those in the silicon overlayer at locations
x = x4 and x = x. The thermal resistance of the buried silicon
dioxide is obtained independently, as described in the following
paragraph. Knowledge of this resistance leaves only T, and k,
as unknowns in Eq. (1). The two equations which are needed
to extract the unknowns k, and T, are derived using Eq. (1)
with T(x,) = T, and T(x,) = Ty, where T, and T; are the
temperatures measured by the two metal bridges. The lateral
thermal conductivity of the silicon device layer is calculated by
solving these two equations simultaneously.

The buried oxide thermal conductivity, k,, is measured on
the same die using the structure shown in Fig. 3. Steady-state
Joule heating and thermometry are performed using a 40 um
wide doped silicon bridge. Thermometry is also performed in
two lightly doped silicon thermometers, each of 2 gm width,
which experience negligible Joule heating. The substrate tem-
perature beneath the heater is calculated from the temperature

T(x) - Ty = & [

— 1
2 k(l d\'k.)' ( )
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Fig. 3 Experimental structure for measuring the vertical thermal con-
ductivity of the buried silicon dioxide.

measured in the two narrow thermometers. The silicon-dioxide
thermal conductivity is calculated from the heater power per
unit area normal to the substrate and the temperature drop be-
tween the heater and the substrate. The major improvement of
this technique compared to that of Goodson et al. (1993), who
used aluminum bridges for the heating and thermometry, is the
fabrication of doped heaters and thermometers directly within
the silicon device layer. This causes the geometry and materials
of the conduction problem to more closely resemble those in a
SOI transistor than in the previous work. But there are two
problems associated with the use of the lightly doped silicon
thermometers. At temperatures below 50 K the strongly dimin-
ished concentration of thermally excited carriers causes the
bridge electrical resistance to exceed 6 Mf2, which is too large
to be handled using common voltage sources. Another problem
is that lightly doped silicon has a relatively small temperature
derivative of the electrical resistance between 190 K and 250 K,
where the sign of the derivative actually changes, yielding a
very low sensitivity. This introduces relatively large uncertain-
ties in the measurement of the buried-silicon dioxide thermal
resistance in this temperature range. This shortcoming of the
doped thermistors for T < 50 K and 190 K < 7 < 250 K was
not a major problem because all of the data in the other ranges
of temperature agree quite closely with that of bulk fused quartz.
For this reason the thermal conductivity of fused quartz is used
to extract the silicon thermal conductivity in the ranges of tem-
perature where the oxide structure is ineffective.

The relative uncertainties of the measured values of k, are
near 21 percent at room temperature. At very low temperatures
the uncertainty of the measured values of k; is as large as 25
percent due to the uncertainty in the thermal conductivity of
the 3 pm thick buried oxide. The important contributors to the
uncertainty are the lack of precise knowledge of the width of
the doped heater, the thickness of the silicon layer, and the
distance between the doped and metal bridges.

3 Model for the Thermal Conductivity of Thin Sili-
con Films

The thermal conductivity of the silicon layers is predicted
using an approximate solution to the phonon Boltzmann trans-
port equation in the relaxation time approximation together with
the Debye model for phonon specific heat. This approach was
developed by Callaway (1959) and refined for silicon by Hol-
land (1963), who used a more detailed description of the pho-
non dispersion relations in this material to better capture the
temperature dependence of thermal conductivity. The present
work modifies the model of Holland (1963) to account for the
increase in the scattering rate due to the small separation be-
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tween the layer boundaries. The conductivity reduction due to
phonon-boundary scattering is calculated independently for
each differential step in the phonon frequency spectrum using
the solution to the Boltzmann equation. The model of Holland
(1963) is a refinement of the general expression for the phonon
thermal conductivity (e.g., Berman, 1976), as follows:

. /T
k=3t f Cyrdx,,
0

(2)

where x,, = h,w/ksT is the nondimensional phonon frequency,
kg = 1.38 X 10 2 JK™'is the Boltzmann constant, s, = 1.602
x 107**J s is Planck’s constant divided by 2z, Cy is the phonon-
specific heat per unit volume and nondimensional frequency, v,
is the phonon group velocity, ® is the Debye temperature of
the solid, and 7 is the phonon relaxation time. Holland (1963)
separated the conductivity into three integrals of the form of
Eq. (2) that account for longitudinal, low-frequency transverse,
and high-frequency transverse phonons. The three contributions
to the conductivity modeled by Holland (1963) differ in the
value of the sound velocity and the dependence of the relaxation
time on nondimensional frequency and temperature. The present
work uses the model of Holland (1963), including all of the
parameters that govern the relaxation time, with an important
modification that accounts for the reduction of the relaxation
time due to phonon-boundary scattering. The relaxation time is
reduced using

" ) 3)

,T,d,, p) = , TYF| ———
T(w p)=71wm(w, T) <ANB(w, ol

where d; is the film thickness and 7uz(w, T) is the relaxation
time in the absence of phonon-boundary scattering. The bound-
ary scattering reduction factor F depends on the ratio of the
layer thickness, d;, and the phonon mean free path, Ay,(w, T)
= uTyp(w, T), as well as the specular reflection coefficient p.
If the remaining scattering mechanisms are independent, which
is a valid assumption as long as the responsible scattering cen-
ters are distributed homogeneously in the layer, then the scatter-
ing rate in the absence of boundary scattering is
Twe=Tp' + 7o 4
The scattering rates 75' and 7' are due to phonon scattering
on defects and other phonons, respectively, and are taken from
the manuscript of Holland (1963). Equation (3) uses the exact
solution to the Boltzmann equation for the mean-free path re-
duction along a thin free standing layer (Sondheimer, 1952):

F(6,p)

L 3(1—p>f<

where the reduced thickness is § = d,/Ay,. The heat transport
along a thin layer is influenced by that of adjacent layers if the
interface is not totally diffuse. The importance of this effect for
the S10,-Si-Si0, multilayer system studied here is estimated
using the model of Chen (1997) for this phenomenon. The
results for diffuse and specular interfaces differ by less than 5
percent at temperatures below 30 K, where the probability of
specular reflection from the interface becomes appreciable. The
error is estimated to be less than 1 percent at temperatures
above 30 K. Equation (5) is used for comparison with the data
obtained here because it is considerably easier to implement
and the error in the predictions is well below the uncertainty
of the measurements.

Diffuse reflection is caused by -the interference of phonon
wavepackets reflected by an interface that has a characteristic
roughness comparable to or larger than the phonon wavelength.
The fraction of phonons reflected diffusely therefore depends

_) 1 — exp(—46t) dt. (5)

1 — p exp(—6t)
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strongly on the surface roughness and on the wavelength of the
phonons under consideration. The specular reflection coefficient
can be very approximately estimated from the characteristic
dimension of surface roughness, 7, and the wavelength, \, using
(Berman et al., 1955)

l67r3772> ' 6)

p(NT) = CXP<— N
This expression is strictly valid only for phonons whose path
before striking the surface is normal to the surface. To estimate
the error due to the use of Eq. (6) for all angles of incidence,
it is helpful to refer to research on the interaction of electromag-
netic waves with surfaces. The light scattered by a rough surface
contains information on the surface roughness. Statistical infor-
mation about the deviation perpendicular to the surface is con-
tained in the amplitude density function, and the behavior of
the surface in the lateral direction is presented by the autocorre-
lation function (Marx and Vorburger, 1989). The autocorrela-
tion function can be represented by an exponential function
which approximates the degree of phase incoherence at some
distance above the surface. The argument of the exponential
function in Eq. (6) is the square of the phase change of the
phonons incident at the peak and the bottom of an asperity. The
height distribution is usually assumed to be Gaussian about the
mean value, with width specified using the root-mean-squared
height deviation, 5. The fraction of phonons that are specularly
reflected decreases rapidly with increasing 7, and is far less than
unity when this lengthscale is equal to the phonon wavelength A.
Equation (6) treats both incident and scattered waves as if they
are normal to the surface and it has been successfully used (e.g.,
Ziman 1960, Chen and Tien, 1993) to correlate P, 7, and A.
But a rigorous model that accounts for other angles of incidence
and reflection seems to be more appropriate (Ziman, 1960).
Beckmann and Spizzichino {1963) derived

3,2

PN, 6) = exp(- 16:277 (cos 9)2) ,

(7

where 8 is the angle of incidence with respect to the normal.
Equation (7) is in a good agreement with the experimental
results for stainless steel specimens with 7 = 0.064 — 0.4 um
and 8 =~ 7/3 (Marx and Vorburger, 1989). Equation (7) can
be incorporated into the solution of the Boltzmann equation for
the mean-free path reduction along a thin layer and integrated
over all angles of incidence. The specular reflection coefficient
for the large angle of incidence predicted by Eq. (7) is greater,
by far, than those predicted by Eq. (6) for the same 7 and A.
This causes the predicted thermal conductivity of silicon layers
to increase more rapidly with decreasing temperature than pre-
dictions using Eq. (6). But this difference is due primarily to
the differences between the Egs. (6) and (7) for large angles
of incidence, where the assumptions used to derive Eq. (7)
(Beckmann and Spizzichino, 1963) are not satisfied. For this
reason the present work uses Eq. (6) and cautions the reader
that the impact of specular reflection can only be approximately
considered due to the lack of a theory that is appropriate for
all angles of incidence. The integral in Eq. (2) is over the
nondimensional phonon frequency such that each differential
step accounts for phonons with different wavelengths, X =
2mvshpl (x,ksT).

To estimate the effect of additional scattering sites in the
silicon device layer not present in the bulk material, the scatter-
ing rate in Eq. (4) can be augmented using

! (8)
The relaxation time 7, purx is that for bulk crystals provided
by Holland (1963). The relaxation time 7 s¢; is the relaxation
time on additional imperfections present in SOI device layers.

~1 _ -1 -1
Tp = Tppuk T Tp 301

34 / Vol. 120, FEBRUARY 1998

It is not clear which type of imperfections will be most im-
portant in silicon device layers, although dislocations, stacking
faults, and point defects are expected to be the most important.
To illustrate the impact of additional imperfections, the present
manuscript uses the approximate formula for the phonon scatter-
ing rate on point defects (e.g., Berman, 1976),
2 2

M w4’ (9)
4viM?

o
Tp,sor =

where n is the volumetric concentration of the point defects, M
is the atomic mass of the host atom, and V is its lattice volume.
The mass difference introduced by the imperfection compared
to that of the host atom is AM. The present work assumes the
strongest scattering for a given concentration (AM/M = 1),
which simulates the-presence of a vacancy. The effect of addi-
tional scattering sites in the silicon device layer based on Egs.
(8) and (9) is used only in the final figure presented in this
manuscript.

4 Results and Discussion

Figure 4 compares thermal-conductivity data for the buried
silicon dioxide measured in the present study with the recom-
mended values for bulk silicon dioxide (Touloukian et al.,
1970b). The lack of data in the temperature ranges 7 < 70 K
and 180 < T < 250 K is associated with practical limitations
of the lightly doped silicon thermistors in the structure in Fig.
3 and is discussed in section 2. The data agree quite well with
the recommended bulk values at all of the temperatures for
which the experimental structure is effective. At low tempera-
tures it is expected that phonon scattering on the boundaries of
the silicon dioxide may increase the total resistance compared
to that calculated using the recommended bulk conductivity.
This results in part from phonon scattering due to the mismatch
of acoustic properties at the two boundaries of the layer. Also
important is the reduction of phonon free paths due to the pres-
ence of two boundaries in close proximity, which renders the
use of the bulk thermal conductivity inappropriate within the
layer. The problem of thermal conduction normal to thin amor-
phous layers at low temperatures was studied by Goodson et
al. (1994). These authors found that for 3 pm thick silicon
dioxide layers, the relative impact of these phenomena on the
thermal resistance normal to the layer could be as large as 20
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Fig. 4 Thermal conductivity data for the 3 um thick buried silicon diox-
ide layers in the BESOI wafers of the present study. The data are com-
pared with those recommended for bulk silicon dioxide. The lack of data
in the temperature ranges T < 50 K and 180 < T < 250 K is discussed
in section 2,
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and even S0 percent at temperatures 45 K and 20 K, respec-
tively. These reductions in the effective oxide conductivity are
treated as sources of uncertainty in the present work, and there-
fore augment the uncertainty in the extracted thermal conductiv-
ity of the silicon device layer. While the relative effect on the
oxide resistance is quite large at 20 K, the contribution to rela-
tive uncertainty in the silicon conductivity at that temperature
is considerably smaller, less than 24 percent. But the large
uncertainty in the oxide resistance at the lowest temperatures
contributes significantly to the uncertainty in the temperature
of the structure during the measurement, and therefore influ-
ences the width of temperature error bars in subsequent plots.

Figure 5 shows thermal-conductivity data for the silicon de-
vice layers as a function of temperature. The maximum in the
conductivity occurs near 70 K and separates the low-tempera-
ture region, where scattering is dominated by imperfections
and surfaces, from the high temperature region, where phonon-
phonon scattering is dominant. A portion of the recommended
thermal conductivity curve for bulk silicon is provided for refer-
ence (Touloukian et al., 1970a). The recommended bulk con-
ductivity reaches a much higher maximum, 5500 W m™' K™!
at the temperature of 30 K. The thermal conductivities of the
silicon device layers are significantly lower than the values
recommended for bulk samples due to the much stronger reduc-
tion of phonon mean free path by boundary scattering, The data
clearly show that this effect is more prominent for thinner lay-
ers. The figure also shows the predictions calculated using the
theory developed in Section 3. It must be emphasized that the
predictions are not the result of fitting to the data, but rather
are a prediction based only on the theory of Holland (1963)
and the modification to account for boundary scattering. The
only adjustable parameter is the roughness of the boundaries 7,
which was estimated to be between 2 to 10 A for BESOI wafers
(Maszara, 1991). The predicted thermal conductivity curves
are plotted for = 5 and 10 A. Increasing n beyond 10 A
has a negligible effect on the predicted thermal conductivity at
temperatures down to 20 K, indicating that the use of = 10 A
effectively models completely diffuse scattering. The fraction
of the phonons that are specularly reflected increases as the
surface roughness dimension decreases, thus diminishing the
impact of boundary scattering on the thermal conductivity. The
effect of surface roughness is more significant at lower tempera-
tures where the population of the long wavelength phonons
increases. In this figure no additional scattering due to fabrica-
tion-related imperfections is introduced. Figure 5 shows that
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Fig. 5 Thermal conductivities of the silicon device layers with thick-
nesses 0.42, 0.83, and 1.6 um. The data are compared with the predic-
tions of the phonon-boundary scattering analysis.
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Fig. 6 Room-temperature thermal conductivity data for silicon layers
as a function of their thickness. Also plotted are conductivity predictions
that account for phonon-boundary scattering and phonon scattering on
vacancies.

the data agree well with predictions for the 1.6 xm thick silicon
overlayer over the entire temperature range. The poorer agree-
ment for the 0.42 ym and 0.83 um thick silicon layers may be
due to the higher concentrations of imperfections associated
with epitaxial silicon growth in these layers. BESOI device
layers contain a large concentration of dislocations and stacking
faults collected near the former interface with the heavily doped
etch stop layer (Maszara, 1991 ). These imperfections may more
strongly reduce the conductivity of thinner layers. The impor-
tance of scattering on these imperfections is nearly impossible
to assess without more detailed information about the types of
defects and the variation of their concentrations within layers.

Figure 6 shows the measured lateral thermal conductivities
of silicon layers as a function of thickness near room tempera-
ture. The impact of phonon-boundary scattering is predicted
using the theory described in section 3 and plotted as a solid
line in the same graph. Previous experimental data for a 20 um
thick silicon specimen (Savvides and Goldsmid, 1973) and a
4 pm thick free-standing silicon film (Yu et al., 1996) are
consistent with the predictions. However, the lateral thermal
conductivity measured in a 0.15 pm thick SIMOX device layer
at temperatures between 330 and 380 K (Zheng et al., 1996)
shows nearly two orders of magnitude reduction compared to
the bulk value and is far below the predictions of the phonon-
boundary scattering model. This disparity could be explained
by a high concentration of lattice imperfections in the sample
of Zheng et al. (1996) or by uncertainty in the measurements
of the layer thickness or the thermal conductivity.

The lateral thermal conductivities measured in the BESOI
device layers of the present study are consistent with the pho-
non-boundary scattering predictions. For the thickest layers the
reduction is small and not experimentally significant, suggesting
a microstructure and purity that closely resemble those in bulk
crystals. This shows that thermal simulations of SOI transistors
with device layers thicker than about 1.5 um should use the
thermal conductivity of bulk silicon. However, the bulk conduc-
tivity overpredicts the data for the thinnest silicon overlayer by
nearly 40 percent, indicating a potential for a large error in
device simulations. The reduction is significant even consider-
ing the experimental uncertainty and may be due to any of the
mechanisms shown in Fig. 1. A strong reduction due to impuri-
ties is unlikely because the boron concentration in the device
layer is below that at which the thermal conductivity of bulk
crystals is reduced by scattering on impurities (Goodson and
Cooper, 1995). While boundary scattering analysis yields pre-
dictions consistent with the data in Figs. 5 and 6, a more con-
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vincing confirmation of this model near room temperature wiil
require data for thinner layers. The predominant additional im-
perfection in BESOI silicon device layers may be dislocations.
Dislocations due to the epitaxial growth process are assumed
to account for the observed warping of the device layer across
a wafer (Ma et al., 1991) and provide a potential explanation
for the difference in the thermal conductivity values obtained
for samples on dies nos. 1 and 2. A study involving BESOI
layers of thickness 0.1 um and below would be particularly
helpful since the predicted relative conductivity reduction will
exceed 60 percent. Data for such layers would not resolve the
situation, however, because it would be difficult to ensure that
the concentration of fabrication-related imperfections is the
same in the layers of different thicknesses. Figure 6 includes a
very approximate prediction of the effect of evenly distributed
fabrication-related imperfections, which is based on Egs. (8)
and (9). A concentration of 2 X 10'7 ¢cm™ vacancies can reduce
the thermal conductivity by more than 10 percent.

5 Conclusions

The data provided in this manuscript are of practical impor-
tance for SOI technology and for MEMS that are made using
SOI wafers. The data are needed most urgently for thermal
simulation of SOI transistors that must withstand the tempera-
ture rise during ESD pulses. The impact of this study is greatest
for silicon device layers thinner than about 0.5 um, for which
the relative reduction in the conductivity due to phonon-bound-
ary scattering exceeds 40 percent. The reduction for SOI tech-
nologies with very thin device layers is more dramatic, as shown
in Fig. 6. It must be noted that the temperature rise in active
regions cooled by lateral conduction in the silicon actually
scales with the inverse of the square root of the silicon thermal
conductivity (Goodson and Cooper, 1995), such that the rela-
tive change in the temperature rise will be less than the relative
reduction in the thermal conductivity.

The data and analysis documented here are also of consider-
able fundamental importance because they can be used to extract
the phonon mean free path in silicon for shorter phonon wave-
lengths than has been possible previously. The Boltzmann equa-
tion solution used here relates the impact of boundary scattering
on heat transport by phonons of a given wavelength to the ratio
of the free path to the layer thickness. Since SOI wafers provide
silicon layers that approach bulk silicon in purity and micro-
structural perfection, the data provide the opportunity to deter-
mine the wavelengths of phonons that have free paths compara-
ble to the layer thickness. The agreement of the predictions with
the data provides an important confirmation of the free paths
obtained by means of the conductivity integrals of Holland
(1963).
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Application of Diffuse Mismatch
Theory to the Prediction of
Thermal Boundary Resistance
in Thin-Film High-T,
Superconductors

Thermal boundary resistance (R,) plays an important role in the design and perfor-
mance of thin-film high-temperature superconducting devices, such as infrared detec-
tors and optical switches, which rely upon the temperature rise of the film as the
basis for their operation. Although there is general agreement on the magnitude of
R, from experimental data, there is at present no generally accepted theory capable
of predicting R, for these films, particularly at the intermediate cryogenic tempera-
tures where they are likely to be used. Here, the Diffuse Mismatch Model (DMM ),
which considers that all phonons reaching the interface between the film and substrate
scatter diffusely, is applied to the calculation of R,. The results indicate that when
employing the Debye model for the phonon density of states, the DMM yields results
slightly more in agreement with data than the Acoustic Mismatch Model (AMM ).
Considering the measured phonon density of states, however, greatly increases R,
over that calculated assuming the Debye model, thus bringing the DMM results in
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relatively good agreement with the experimental data.

Introduction

The thermal boundary resistance (R, ) between high-tempera-
ture superconductor (HTS) thin films and their substrates is
an important parameter for the design and operation of HTS
electronic and optoelectronic devices, particularly bolometers
and optical switches. Although a few studies have established
the magnitude of R, (Nahum et al., 1991; Phelan et al., 1994;
Zeuner et al., 1995), there exists no generally accepted theoreti-
cal explanation of the results. That is, no model exists that can
be used to accurately predict R, for a given HTS film/substrate
combination.

A theory which has been applied successfully to the predic-
tion of R, for other materials at extremely low temperatures is
the acoustic mismatch model (AMM), also called the acoustic
mismatch theory (Little, 1959). The AMM is applied to de-
scribe phonon heat transport across an interface and uses the
approach from continuum acoustic theory to calculate the trans-
mission probability for phonons striking the interface. A key
assumption of the AMM is that all the phonons interact specu-
larly with the interface, i.e., no scattering occurs at the interface.
This is a reasonable assumption at very low temperatures, where
the phonon wavelengths are much longer than the length scales
associated with interfacial roughness and defects near the
boundary, but becomes invalid as the temperature, and hence
the phonon wavelength, decreases. At the temperatures where
HTS devices are operated—typically around 70 to 80 K—the
specularity assumption is suspect. Another theory which was
introduced to overcome this problem is the diffuse mismatch
model (DMM) (Swartz and Pohl, 1989), which considers that
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all the phonon interactions with the boundary are diffuse rather
than specular.

The present study provides a review of the derivation of the
DMM, inciuding the key concepts and assumptions involved.
Some of the assumptions are removed, particularly the tempera-
ture restrictions and the assumption of a Debye density of states,
in order to determine their effects on the model’s predictions.
A direct comparison between the AMM and the DMM results
and HTS experimental data is presented, which shows that al-
though removing the temperature restrictions on the DMM
yields only slightly improved agreement with experimental data,
considering the measured density of states rather than the Debye
density of states substantially increases the predicted R,, thus
bringing the DMM’s predictions much closer to the experimen-
tal data.

Review of the Diffuse Mismatch Model (DMM)

A schematic diagram of the physical system to which the
model is being applied is shown in Fig. 1. Material 1 is a
YBa,Cu;0,5 (YBCO) HTS film, and material 2 is considered
to be MgO, one of the typical substrates on which HTS films
are deposited. In a typical application, the temperature of the
film, T, increases relative to the substrate temperature, 75,
causing a heat flux, g, from the film to the substrate. The thermal
boundary resistance, R;,, of concern is that at the interface be-
tween the film and substrate.

The applicability of the AMM and the DMM is determined,
in general, by the ratio \,/o, where \, is the dominant phonon
wavelength at a given temperature, and o is the mean interfacial
roughness, or deviation from a perfect planar interface. The
regions of applicability of the two models can be described
succinctly as

Mg > 1 : AMM applies
o

Ay .
— =1 : DMM applies.
c
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Heat Fluox

Material 2: MgO Substrate

Fig. 1 Schematic diagram of the physical model

Thus, the AMM requires the interface to appear ‘‘smooth’” to
an oncoming phonon, whereas the DMM requires the interface
to appear ‘‘rough’’. To give an approximate idea of the actual
dimensions involved in such a categorization, A\, can be esti-
mated from (Rosenberg, 1988)

4
)\d ~ <?d)a,

where 8, is the Debye temperature, 7 the temperature of interest,
and « the lattice spacing. For YBCO, 6, is approximately 410
K (von Molndr, 1988), while a is taken to be the average lattice
constant in the a and b directions, and is equal to 3.9 A. Equation
(1) yields A, =~ 40 nm at 4 K, Ay ~ 3 nm at 50 K, and )\, =~
2 nm at 77 K. Thus, at the typical operating temperatures of
HTS devices, interfacial roughness would have to be held to
length scales much less than 2 ~ 3 nm for the AMM to be
applicable. Since this is probably not the case, we shall assume
that the DMM applies.

(1)

Phonon Transport Across an Interface. The derivation
of the basic equation of phonon transport across an interface is
the same for the AMM and the DMM. The energy transported
per unit time from material 1 to material 2, 01, is (Little,
1959; Swartz and Pohl, 1989; Burkhard et al., 1995)

i /2 w,
O12(Ty) = %2 f f f Ni(w, Tl,j)ﬁwcl,jal—»z(w)
j vade=o Ju=0

X cos (8) sin (8)dwd8dA, (2)

where j is the phonon mode (either longitudinal or transverse),
N, is the phonon number density in material 1, w is the phonon
frequency, ¢ is the angle between the incident phonon and the
normal to the interface, A is the total area of the interface, fi is
Planck’s constant divided by 27, w, is the maximum phonon
frequency, ¢, ; is the speed of a phonon of mode j in material
1, and a;,(w) is the transmission coefficient, which varies

between 0 and 1. For now, a-,(w) is taken to be a function
of w and its detailed derivation will be presented later. Equation
(2) is equivalent for both the AMM and the DMM; only
o2 {w) changes.

The net heat flux across the interface, g, is given simply as
the difference between the heat flux from material 1 to material
2, and that from material 2 to material 1:

g = Q-l—'Z(TI) _ Q.Z—vl(Tg) '

n A (3)

For N,(w, T, j) and N,(w, T, j), the Debye density-of-states
function is multiplied by the Bose-Einstein occupation factor
to yield

w2

fw
Z”ZC?J[""“”(M) - 1]

(4)2

fuw ’
271'26%_j [exp(;b}—) -1 :|

where £, is the Boltzmann constant. Substituting Eqgs. (4a) and
(4b) into Eq. (3) and simplifying gives

3 Y4 Wi (w)dw
- 2 ch J. 1 2( )
871' j w=0 ﬁw >
expl — ] - 1
kT

W, 3
_ o [ w y(w)dw
? C2'j fw:o ﬁw
exp| — ] — 1
k},TZ

Note that since we are employing the Debye phonon density of
states, wy, is therefore the Debye frequency, which is related to
the Debye temperature through #Aw, = k,0,. Moreover, ac-
cording to the confines of the theory, phonons having w > wy,,
where w, is the Debye frequency of material 1, cannot be
transmitted into material 1; similarly, phonons having w > wg,
cannot be transmitted into material 2. Therefore, w, is defined
as the lower of the Debye frequencies of the two materials.

(4a)

Nl(w’ Tlaj) =

No(w, T, j) = (4b)

q:

(5)

Nomenclature

a = lattice spacing [A]

A = area [m?]

¢ = phonon, or sound, speed {m s ']

¢, = specific heat at constant volume [J
kgT' K]

g = measured phonon density of states
[s rad™' m?]

fi = Planck’s constant divided by 27 =
1.054496 x 107 J s

k;, = Boltzmann constant = 1.3805 X
1073 JK™!

n = conversion factor in Eq. (29) [m™]

N = phonon number density [rad® s
m 3]

g = net heat flux [W m™2]

Q = heat flow [W]
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R, = thermal boundary resistance [m?
KW
T = temperature [K]
U = lattice energy [J m™]
« = transmission coefficient
p = density [kg m™]
AT = temperature difference, = T, — T,
[K]
T\ = integrated transmission coeffi-
cient for AMM
s = dominant phonon wavelength

[nm]

w = phonon angular frequency [rad
s7']

wy = phonon Debye frequency [rad
s

¢ = mean interfacial roughness [nm]
6 = incident angle [rad]
6, = Debye temperature [K]

Subscripts
1 = referring to the film, or material
1
2 = referring to the substrate, or
material 2

1 = 2 = from material 1 to material 2
2 — 1 = from material 2 to material 1
j = phoihon mode
[ = longitudinal mode
t = transverse mode
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The integrals in Eq. (5) are nondimensionalized with the
variable z = fw/k,T, where T is either T, or T5, to yield

kl)
2ﬁ3 {T4 z

fwd/kth z 3a l-+2(z ) dZ

=0  exp(z) —1

fiw 1k, T, dZ
T4 '*Z‘J‘ 22 az—q(Z) . 6
2 ; Caj s ————exp(z) ] (6)

q:

Equation (6) will simplify greatly under the most generous
assumptions, but much less so when those assumptions are re-
moved. In any case, R, is determined by substituting Eq. (6)
into the definition of R,:

AT

_nh-T_Ar (7N
q q

Ry

Various simplifications of Eq. (6) will be presented later with
the detailed results. Now, let us turn our attention to the deriva-
tion of & (w) and ay- (w).

Derivation of Transmission Coefficients. What follows is
taken almost entirely from Swartz and Pohl (1989). As dis-
cussed briefly in the Introduction, the key feature which distin-
guishes the DMM from the AMM is that all the phonons are
scattered diffusely, rather than specularly, at the interface. This
results in the phonons ‘‘forgetting’’ where they came from,
except for their frequency (i.e., energy). In other words, at the
moment a phonon reaches the interface from either material, it
immediately has no memory of where it came from. Conse-
quently, we can think figuratively of a phonon ‘‘resting’’ on
the interface, and attempting to decide in which direction—
material 1 or material 2—to continue its travels. From this
picture we can write down a very useful relation between
a(w) and a, (w):

(8)

which we shall require to determine an expression for a; »(w),
and hence as, (w).

The number of phonons of frequency w leaving material 1,
per unit area and per unit time, is

(W) + @ (w) =1

2 paf2
—l—Zf f Ni(w, T\,j)cy, j0-2(w) cos (8) sin (0)dodp,
=0 V=0

j
&)

where ¢ is the azimuthal angle. Since the scattering at the
interface is entirely diffuse, @,-,(w) is not a function of either
# or @, and the integration can be carried out, yielding

A3 Ni(w, T e lan—a(w).

J

(10)

For an interface in thermal equilibrium, such that 7', = T, =
T, the number of phonons of frequency w leaving material 1
must be equal to the number of phonons of frequency w leaving
material 2, or

HY Ni(w, T, e ara(w)

=0 Nao(w, T, ez e (w).

i

(11)

Equivalently, Eq. (11) can be derived using Eq. (2) and taking
01-2(T) = 0, (T). Upon substituting the relation in Eq. (8)
into Eq. (11), we can solve for & .»(w):

Z NZ(wy T) j)CZ,j

Cl]-.z(u)) = (12)

A
2 Nl(w, T,j)cl,j + E NZ(w’ T’j)CZ,j
J 7
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Now employ the expressions in Egs. (4a) and (4b) for N, (w,
Ty, j) and Ny(w, T, j) to obtain the final relation for aj—,(w):

2 ca;
(13)

= =

a2 (W) = @ s cfj + S Cij .
J J

Equation (13) is theoretically valid for all temperatures, within
the confines of the Debye theory. However, it must be noted
that Eq. (13) is derived for the case where T, = T,, which is
obviously not true when there is a finite heat flow from the film
to the substrate. Equation (13) probably represents a-o(w)
adequately where AT = T, — T, is small, and as can be seen,
a-2(w) loses its frequency dependence to become a constant
value, a1-,. For larger values of AT, Eq. (13) becomes less
valid and o, probably regains its frequency dependence. Nev-
ertheless, Eq. (13) is used to calculate all the results in the
present study. Determining a more appropriate relation for
a1 (w) at large values of AT (without employing the Debye
density of states) is left for a future publication.

Results

AMM and DMM Results for T < 8,, AT —» 0. The
most restrictive and commonly used assumptions for both the
AMM and DMM are that the temperatures are much less than
the lower Debye temperature of the two materials, T < 6, and
that the temperature difference is very small, AT — 0. Under
these assumptions, o, and «,.,; are both constant values, per
Eq. (13), and the integrals in Eq. (6) can be evaluated to yield

q= kim” {T?ch_z-al 2_T§2052a2 1} (14)
3 Y Rl s J 2 S
1204 ; P

Furthermore, if T) = T,, ¢ = 0 and
2 Clvjal—'z = 2 C;,%LYZHI’ (15)
j J

thus simplifying Eq. (14) further to
kin?

q= I;th [Z cijlayo (Tt — T3). (16)

Equation (16) is now substituted into the expression for R,
Eq. (7), and after utilizing A7 — 0 we are left with the final
expression for Ry:

kim !
Rb {36ﬁ3 [Z clj]al—'Z} T;3’

(17)

which is strictly valid for T, < 8, and AT — 0. Equation (17)
is equivalent to that given in Swartz and Pohl (1989), where
T,, the substrate temperature, is arbitrarily used as the reference
temperature.

In a similar manner, and for the same assumptions, a compa-
rable result can be derived for the AMM (Little, 1959; Swartz
and Pohl, 1989):

k4 2 1—* o ~-1
w5 5]}

where R;, amm is the AMM result, ¢,, the longitudinal speed of
sound in material 1, and I}, is the integrated transmission
coefficient for the AMM.

The necessary properties for calculating the transmission co-
efficients for material 1, YBCO, are (Cankurtaran et al., 1989;

(18)

von Molndr et al., 1988)
¢y, =4780 m s™!
¢, = 3010 ms™!
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p1 = 6338 kg m™
9,11 = 410 K

and those for material 2, MgO, are (Landolt-Bornstein, 1975;
Landolt-Bornstein, 1982; American Institute of Physics Hand-
book, 1982)

¢y =9710m s™!
5 = 6050 m s~

P = 3576 kg m™*
O = 946 K.

Note that a total of three phonon modes is assumed: two trans-

verse and one longitudinal. However, the two transverse phonon

speeds are taken to be equivalent, so that, for example, for

material 1 we have
1 1

Z el = o= —

2 2
Ciy Cq

L

2
Ci,

+ 1
! C%,r

2
T -
L

(19)

The integrated transmission coefficient for the AMM, T}y, is
determined from the above properties and the tables in Cheeke
et al. (1976) and is found to be 0.698. The transmission coeffi-
cient for the DMM, «,.,,, is calculated from Eq. (13) and is
determined to be 0.198.

The results from both models are compared with some ex-
isting HTS experimental data in Fig. 2. The experimental data
are for an Er-Ba-Cu-O thin film on an MgO substrate (Phelan
et al., 1994), but the results are characteristic of other existing
R, data for HTS thin films. That is, R, is roughly constant at
around 1077 m* K W !, As indicated in Fig. 2, the data lie
as much as two orders of magnitude above both theoretical
predictions. Although the DMM results are slightly closer to
the data than those of the AMM, clearly they fail to accurately
represent the data. Apparently, either some of the assumptions
and limitations of the DMM must be removed in order to im-
prove the agreement between theory and experiment, or other
mechanisms in addition to diffuse scattering must be taken into
account. The rest of this report will be concerned with removing

~some of the assumptions of the DMM and observing the re-
sulting effects on the predictions of R,

DMM Results for Any T, AT — 0. One assumption that
can be easily removed from the DMM is that which limits the
temperature to 7' <€ 8,. As indicated in the upper scale of Fig.
2 and subsequent figures, the temperature range of interest for
HTS devices is approximately 7/6,; = 0.2, which arguably is
outside the temperature range where the T < §, approximation

50 041 0.2 03

EBCO/MgO

Rp (m2 KwW-1)

10 1 L L |
0 30 60 80 120 150

Substrate Temperature (K)

Fig. 2 Comparison of the Acoustic Mismatch Model (AMM), the Diffuse
Mismatch Model (DMM), and HTS experimental data. The theoretical
curves are based on the Debye model and are limited to the conditions
that T < 6, and AT - 0.
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50 0.1 0.2 0.3
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Rp (M2 K W-1)

10
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T<<0d
10'1" ...... L 1 A T P
1] 30 60 90 120 150

Substrate Temperature (K)

Fig.3 Comparison of the Diffuse Mismatch Model (DMM) results, based
on the Debye model, between the limiting case where T < 8,4, AT — 0,
and those forany T, AT >0

is valid. Starting with the expression for g in Eq. (6), and
utilizing the still valid relation in Eq. (15), results in

kb I'Lu,'('/ka1 ZSdZ
Z CI] [2IE) T?

1= grops ~0  exp(z) — 1

o fﬁwd/kaz 22dz 20)
o exp)— 1)

Now, the integrals have to be evaluated numerically. However,
since AT — 0, T, = T,, so that the upper limits of integration
for both integrals become equivalent, leaving

fl,wd/ka2 Z’idz
2h3 [Z 0111011—»2{];:0 m}(ﬁ - T3).
(21)

Then, utilizing AT — 0 as before yields the final expression
for R,:

q_

fuw 1Ky T

R, = { 23 [2 Clj]alﬂ2 f:o

) _
z3dz } T
exp(z) — 1

(22)

where again T,, the substrate temperature, is used for conve-
nience. Equation (22) is valid for AT — 0 and any 7.

Figure 3 provides a graphical comparison between the DMM
expression for T' < §,, and that for any T, but both of which
are subject to the constraint that AT — 0. As expected, at low
temperatures the two curves are equal, but above ~60 K, or T/
8; ~ 0.15, the curves diverge. The DMM expression for any
T, Eq. (22), predicts values of R, higher than those calculated
using Eq. (17), since the integral is evaluated over a shorter
range of limits. In physical terms, this is the effect that as the
temperature increases above absolute zero, a smaller and smaller
range of phonon frequencies is available for heat transport,
leading to an increasing R;,. Yet, recalling that the experimental
data in Fig. 3 are clustered around 10~7 m? K W 7!, there is
still plenty of room for improving the theory. The next section
will discuss removing another temperature restriction from the
theoretical derivation.

DMM Results for any 7', any AT. Now that the restriction
that AT — 0 is lifted, we must employ Eq. (20) to calculate ¢,
and then substitute the result into Eq. (7) to calculate R,. First,
however, it must be emphasized that «,., is calculated from
Eq. (13), which as discussed previously is strictly valid only
for AT — 0. In every other way, though, the assumption that
AT - 0 is removed, so that we capture the complete behavior
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in R, resulting from both the T* terms, as well as any effects
due to keeping T, and T, in the upper limits to their respective
integrals in Eq. (20), The results of this calculation are shown
in Fig. 4, which also includes R, calculated in the previous
section (Eq. (22)) for any T, AT — 0.

Two interesting features are readily apparent, one at low
temperatures and the other at high temperatures. Both features
arc due to the competing effects of (i) keeping the T* terms,
rather than simplifying with AT — 0, and (ii) keeping both
fiw,/ kT, and hw,/ kT, as the upper limits to the integrals in
Eq. (20). At low temperatures, R, is relatively insensitive to
changing the upper limits of integration, since the integrand,
2} /[exp(z) — 1], is effectively zero for z > 12, while at low
temperatures the upper limits of integration are much larger
than that. Thus, the changes in R, at low temperatures, which
decreases with increasing AT, are due entirely to the presence
of the T* terms, or effect (i). At high temperatures, simplifying
the T* terms using the AT = 0 approximation becomes more
valid, since AT/T, becomes much less than one. Therefore, the
curves for finite AT tend to merge together at high temperatures.
However, an interesting and unanticipated (at least by this au-
thor) feature results from effect (ii). Keeping 7, and T in the
upper limits of integration in the two integrals in the calculation
of g has a substantial effect at these higher temperatures, since
at these temperatures the integrand changes rapidly with z. The
interplay between the T* terms and the integrals produces a g
that increases approximately linearly with increasing AT, a
result in agreement with conventional behavior at higher tem-
peratures. The difference between the set of curves for finite
AT and that for AT — 0 at high temperatures is a consequence
of approximating fiw,/k,T| by fiws/k,T> in the first integral in
Eq. (20).

Despite removing all the temperature restrictions, there is
still considerable disagreement between the theoretical curves
and the data shown in Fig. 2. The next step, therefore, is to
remove the assumption of Debye densities of states for the two
materials in contact, as discussed in the following section.

DMM Results for Measured Phonon Density of States.
To employ a measured phonon density of states (DOS), we
start with the general expression for Q'I_.Z(T ) in Eq. (2). Upon
integrating over 8 and A, we are left with

Lty _ Ly f Ni(w, T)fweyja2dw  (23)
A 4 j w=0

where the limits of integration are from w = 0 to w = o,
since there is no longer any restriction on w. Also, N, loses its
dependence on the phonon mode j. Now, in order to simplify
the following derivation, the principle of detailed balance
(Swartz and Pohl, 1989) is used to generate the expression for
the net heat flox ¢:

779d
0.2 0.3
— —
- -
-
=
X
T
¥ =5 e,
in 10® AT=5K ~,.~4 Y i
E AT=10K T Pt 2 P oo e ]
10-5 . AT='20|K AT‘P(:.l )
0 30 60 90 120 150

Substrate Temperature (K)
Fig.4 Comparison of the Diffuse Mismatch Model {DMM) results, based

on the Debye model, between the limiting case for any T, AT — 0, and
those for any T, any AT
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_ 0T O1n(To)
1 A A

(24)

Equation (24) yields results equivalent to those from Eq. (3)
and permits the calculation of ¢ by considering only one side
of the interface. The principle of detailed balance which enables
this simplification can be understood by considering two scenar-
ios: an interface at thermal equilibrium at 7, and an interface
at thermal equilibrium at T,. Under these two conditions we
have

Oia(T) _ (1) 0 Orea(Ta) _ Qo (T)
A A A A

(25)

Since from Eq. (13) -, and conversely, a,-,, do not depend
on the temperature on the other side of the interface, we can
substitute Q)2 (T;) for Q> (T>) in Eq. (3), giving us Eq. (24).
Note that a more rigorous derivation of «)-, for an interface
where Ty # T, would yield a;-; = a,-,(T\, T2, w), so that Eq.
(3) would not simplify to Eq. (24).

Combining Eqs. (23) and (24) yields

qg= 4l Zf (N (w, Ty) — Ni(w, Tz)]ﬁwcl,jawsz (26)
j w=0

For N,(w, T), use
g(w)
ex ﬁﬂ -1 ,
Pt
where g(w) is the measured phonon DOS, in [s m™> rad™'],

and f(w, T) is the Bose-Einstein occupation factor. Substituting
Eq. (27) into Eq. (26) yields the final expression for ¢:

o, °°
g=—=3% Cl,jf g(ww
4 j w=0

Ni(w, T) = g(w) fw, T) = (27)

1 1
X - dw,

fiw fw
exp (;{}*) exXp (E)
1 2

which is numerically integrated to yield a value for g, after
which g is substituted into Eq. (7) to calculate R,.

Measured values of g(w) (Gompf et al., 1988) are reported
in units of meV "', To establish g(w) on a per unit volume
basis, as required by Eq. (27), these measured values are
multiplied by a factor n, defined by (Ashcroft and Mermin,
1976)

(28)

number of primitive cells
n =

- ) (29)
unit volume

as well as converted to s rad ™' from meV ~'. For YBCO, since
only one formula unit is contained within the unit cell (Poole
et al., 1995), the unit cell is taken to be the primitive cell and
has the following dimensions (Poole et al., 1995):

a=383A4,
b =388 A,
and
c=1168 A, (30)

where a, b, and ¢ are the lattice constants. Thus, upon conver-
sion to SI units, this leads to n = 5.7614 X 107 m™>.

A comparison between the Debye DOS, and the measured
g(w), converted to appropriate units as discussed above, is
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presented in Fig. 5. It is immediately apparent from Fig. 5 that,
although the Debye DOS is limited to frequencies w < w,, the
Debye DOS is much greater than the measured g(w), which
peaks between 0.2 and 0.4 X 10" rad s™', and drops to zero
near 1.4 x 10" rad s™'. From Eq. (28), one can see that as
g(w) decreases, g decreases, which results in higher values for
R,. This is precisely what is observed in Fig. 6 (which shows
a comparison between the same set of experimental data dis-
played in Fig. 2): a curve for any T and A7 = 1 K based on
the Debye DOS and curves resulting from Eq. (28) and using
the measured g(w). Considering the measured g(w) drastically
improves the agreement with the experimental data, signifying
the failure of the Debye model at the temperatures appropriate
for HTS’s.

Some caution is warranted, however, in the interpretation of
the results in Fig. 6. The specific heat at constant volume, c,,
as calculated from the measured g(w) through

hw
2 —
- g(w)w eXp(kb )a’w

(i) ]

where U is the lattice energy, is much lower than measured
specific heat data for YBCO, assuming that ¢, = ¢,, the specific
heat at constant pressure. This creates some doubt about the
validity of our measured g(w), although it should be pointed
out that while Eq. (31) considers only the harmonic contribution
to ¢,; the anharmonic contribution has been shown to be sig-
nificant at low temperatures for aluminum and lead (Stedman
et al., 1967). Thus, although there may be some uncertainty in
the measured g(w), this uncertainty does not erase the fact that
considering a realistic phonon density of states greatly improves
the agreement between the DMM and experimental data.
Although Fig. 6 shows that the DMM, when the measured
g(w) is taken into account, is relatively successful in its agree-
ment with experimental data, some differences are still apparent
between the theoretical results and the data. First of all, it must
be noted that v, in Eq. (28) is still calculated from Eq. (13),
which is itself derived by assuming an interface at thermal
equilibrium and Debye DOS’s on both sides of the interface.
The error caused by these assumptions will be evaluated in a
future work, but this error will not undo the result that consider-
ing the measured g(w) greatly increases R, compared to assum-
ing the Debye DOS. Secondly, the fact that the theoretical
curves do not fall in the middle of the set of data, but rather
somewhat below it, suggests that another mechanism is at play
which effectively increases R,. This mechanism is likely the
increased scattering due to the imperfect crystal structure near
the interface, such as that caused by defects or interdiffusion.
This is also suggested by the relative independence of measured

TR,
Y p 0T pkT?
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Fig. 5 Comparison of the YBCO phonon DOS calculated assuming the
Debye model and the measured phonon DOS (Gompf et al., 1988)
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Fig. 6 Comparison of the Diffuse Mismatch Model (DMM) results con-
sidering either the Debye or measured phonon DOS and experimental
data. The theoretical curves are valid for any T and the specified AT.

R, on temperature, since phonon scattering by defects is essen-
tially constant at high temperatures (Rosenberg, 1988).

An alternative approach to employing either the Debye or
the measured DOS is to consider the phonon dispersion, such
as that calculated using a simple oscillator model like the Born-
von Kirmdn model (Ziman, 1960). However, the DOS derived
from the Born-von Karmdn model is actually greater than that
from the Debye model over the same range of w. With reference
to Fig. 5, the greater DOS leads to a larger ¢ at the same AT,
or in other words, to a smaller R,. Since the DMM results based
on the Debye model already underpredict the measured R, by
as much as two orders of magnitude, considering the phonon
dispersion in this way is apparently not a fruitful approach.
Note that in general, by itself the Born-von Karman model also
fails to improve the prediction of the lattice specific heat (Zi-
man, 1960), although an oscillator model, combined with some
consideration of the optical as well as the acoustic phonons,
has recently been shown to yield relatively good agreement
with specific heat data for GaAs (Chen, 1997). For R,, it may
be concluded that phonon dispersion must be portrayed more
accurately than through a simple oscillator model if results bet-
ter than those obtained from the Debye model are to be ex-
pected.

Conclusions

The Diffuse Mismatch Model (DMM) is applied to the pre-
diction of the thermal boundary resistance (R, ) in thin-film high
temperature superconductors. The results are compared with
those of the Acoustic Mismatch Model (AMM), as well as
with some existing experimental data. These comparisons indi-
cate that when employing the Debye model for the phonon
densities of state, the DMM predicts values of R, that are
slightly higher than those predicted by the AMM, but that both
predictions are as much as two orders of magnitude less than
the experimental data. Removing some of the assumptions in-
herent in the derivation of the DMM, particularly those limiting
its application to temperatures much less than the Debye temper-
ature and to small temperature differences, tends to slightly
increase the predicted value of R,, depending on the temperature
range. Considering the measured phonon density of states, how-
ever, is shown to greatly increase R, compared to that calculated
assuming the Debye model, thus bringing the theoretical results
in relatively good agreement with the experimental data.
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Ericksen fluids. The discontinuities in velocity gradients in fluid flows induced by
impulsive or sudden heating of a plate and the influence of the thermal relaxation
time and elastic parameter of the fluid on the velocity field are investigated. The

structure of the waves in the temperature and velocity fields is presented. An anoma-
lous behavior of the medium is characterized by infinite or negative values of the
group velocity for the wave packets as the frequency attains or exceeds a critical
value. The displacement thickness and the rate of heat transfer at the plate are

determined.

1 Introduction

Fourier’s law of heat conduction, which has been used to
derive the heat conduction equation in classical unsteady heat
transfer problems, results'in a parabolic equation for the temper-
ature field and an infinite speed of heat propagation, thus vio-
lating the principle of causality. Maxwell (1867) derived the
first generalization of Fourier’s heat law for the dynamical the-
ory of gases. Maxwell’s heat flux equation contains a term
proportional to the time derivative of the heat flux vector with
the constant of proportionality known as the thermal relaxation
time 7. Since 7 had a very small magnitude in Maxwell’s work,
he took it to be zero. In justification he remarked, ‘“The first
term of this equation may be neglected, as the rate of conduction
will rapidly establish itself.”” It appears that Maxwell did not
investigate the implications of a nonzero relaxation time. Fur-
ther progress was not made until 1917 when Nerest (1917)
suggested for the first time the existence of thermal ‘‘inertia’
in good thermal conductors at very low temperatures. In 1931,
Onsager (1931) was the first to note that Fourier’s heat law is
only an approximation of the actual process of heat conduction.
He was also the first to state that Fourier’s heat law implies
zero propagation time for thermal energy. Onsager conjectured
that the time of propagation of a thermal disturbance is very
small, but he did not suggest how Fourier’s heat law could be
modified. Between 1938 and 1944 researchers attempted to de-
tect the “‘second sound’’ effect in liquid helium and superfluid
helium II. This effect was first observed in 1944 by Peshkov
(1944) in liquid helium. Cattaneo (1948) was the first to de-
velop a precise mathematical modification of Fourier’s theory
of heat conduction by using a second-order approximation and
aspects from the kinetic theory of gases to derive the equation.
Cattaneo’s theory allows for the existence of thermal waves
which propagate at finite speeds and are the means by which
heat flow occurs in gases.

Chester (1963), Kaliski (1965), Lord and Shulman (1967),
Green and Lindsay (1972), and others have developed equa-
tions of thermoelasticity which permit finite speed of thermo-
elastic wave propagation. Ackerman et al. (1966) established
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the second sound in solid helium, which gave a finite speed of
propagation of thermal waves. Although Lindsay and Straughan
(1978) have investigated acceleration waves and second sound
in a perfect fluid, no significant progress has been made in
developing solutions for corresponding problems in fluid me-
chanics. A detailed history of the development of nonclassical
generalizations of Fourier’s law is given in Joseph and Preziosi
(1989, 1990). They state that the Cattaneo equation is the most
obvious and simple generalization of Fourier’s law that gives
rise to finite speeds of propagation. McTaggart and Lindsay
(1985) used a non-Fourier heat flux law and analyzed the effect
of modified heat conduction equations in the Bénard problem.
They have shown that there is a major difference in the results
of the Bénard problem when nonclassical effects are taken into
account. This is due to the ‘‘major role played by the time
constant of the Maxwell-Cattaneo theory.”” Puri and Kythe
(1995) have studied an unsteady flow problem which deals with
nonclassical heat conduction effects and the structure of waves
in the Stokes’ second problem. To the best of our knowledge
the only study into the existence and propagation of discontinu-
ities in viscous flows induced by nonclassical thermal effects
has been done by Puri and Kythe (1997).

In this article we have studied the influence of generalized law
of heat conduction, using the Maxwell-Cattaneo-Fox (MCF)
model, on Stokes’ first and second problems for the Rivlin-
Ericksen fluids. The corresponding thermoelastic problems have
been studied by several authors, some of the principal ones
being Lord and Shulman (1967), and Norwood and Warren
(1969). In the MCF model as developed in McTaggart and
Lindsay (1985), the nonclassical constitutive equation for the
heat-flux vector g is given by the Maxwell-Cattaneo equation

(1)

The thermal relaxation time 7 is ‘‘the time delay between the
heat flux vector and the temperature gradient in the fast-transient
process’’ (Tzou, 1997). If w; = 0, Eq. (1) reduces to that of
the Cattaneo model, and for 7 = 0 it becomes Fourier’s law
(see Joseph and Preziosi (1989, 1990)). While there are other
good models to choose from, the Cattaneo law, as stated in
Joseph and Preziosi (1989, 1990), has many desirable proper-
ties. For example, the steady heat flow is induced by temperature
gradients and gives rise to finite speeds of propagation. The
dimensionless thermal relaxation time, defined as A = CP, ex-

(g — wyg) = —qi — &0,
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hibits a definite influence in the existence and speed of propaga-
tion of discontinuities in velocity gradients and temperature in
fluid flows induced by impulsive heating (thermal impulse 6(¢))
or by sudden heating (thermal input H(¢)) of the plate. The
number \ also appears in generalized thermoelasticity (see Puri
(1973, 1975) where it is defined as m) and is shown to be of
order 1072, Again, as noted in McTaggart and Lindsay (1985),
the Cattaneo number C may not be small in astrophysical appli-
cations. For example, C is of order 1072 in a low temperature
hydrogen gas. However, the thermal relaxation time A\ does
not appreciably change the magnitude of the temperature and
velocity fields.

In Stokes’ first problem a weak solution for velocity is found
in the case of an impulsive heating of the plate, but a strong
solution exists for sudden heating of the plate. The oscillatory
nature of the flow in Stokes’ second problem generates disper-
sive wave packets in both temperature and velocity fields. An
interesting situation arises when the group velocity first be-
comes infinite at a critical frequency and negative thereafter,
thus indicating an anomalous behavior, which is explained in
the sequel. There is a growing interest in cooling and low tem-
perature phenomena, especially in medical and space research.

2 Mathematical Analysis

We will consider the Stokes’ first and second problems (see,
e.g., Schlichting (1960)) for a viscoelastic incompressible fluid
(Rivlin-Ericksen model (1955)). Let the fluid rest adjacent to
a vertical flat plate in the yz-plane and occupy the space x >
0, with the z-axis in the vertical direction. The flow is induced by
impulsive or sudden heating of the plate, or by time-dependent
motion of the plate, or both, The plate which is initially at rest
and at constant temperature 6., is moved with a velocity U,g ()
vertically in its own plane in the direction of the z-axis, and its
temperature is subjected to heating of the form (8, — 6..) f(1).

The basic equations of continuity, momentum, and energy, gov-
erning such a flow, subject to the Boussinesq approximation, are

Vig = 05 (2)
piy = —p; + uVh; — p{l — a8 — 0:)186i3 + tuy, (3)
peé = —qi; + tady. 4)

Although ¢, = O for viscous fluids as in Puri and Kythe (1997),
in the case of Rivlin-Ericksen model considered here, ¢, =
T, which for the second-order approximation of the general
constitutive equation for the Rivlin-Ericksen fluid is defined by

Nomenclature

T = —pl + A, + B1AT + B,A,, (5)
where
B, By
A = —4 = R
: 8xj 8)6,-

Oy, Do
6xi 8)7]' ’

A2=i<&>+i _%)_l.z
Ox; \ Dt Ox; \ Dt
(,j,m=1,2,3).

Taking into account the geometry of the problem which results
in the disappearance of the dissipative terms and dropping non-
linear terms, Eqs. (2)—(3) reduce to the following equation of
motion:

U, = vy + k*u,, + ga(8 — 6.), (6)

where k* = [,/p is the viscoelastic constant which measures
the elasticity of the fluid. Equation (1), after substitution into
(4), gives

P& = =i, (7)
since € = ¢, for the MCF model. If we drop the nonlinear
terms 7wyg; in (1), because T and w; are small quantities we
get

Tqii = —qii — KB4. (8)
Eliminating ¢;; between (6) and (7) we find that
—PCpTé = pc,,é — K8 9)

Since 8 = (80/01) + u (80/9x) + u,(96/8y) + u (86/8z) =
00/0t because u, = 0 = u, and 80/0z = 0, Eq. (9) leads to

K

70, + 6, = — 8. (10)
PCy
Using the nondimensional quantities
x=—ux', u=Uu’ 1 th’, 0 — 0 =8,
Uo Us 6, — 6.
K = k*U3 _ vga(l, — 6.) p = VS
l/2 s U(3) 9 K 3
U} U3
=2 A== cp,
vepc, v

Ay, A, = first two Rivlin-Ericksen ten-
sors

P = Prandtl number
¢ = heat-flux vector

6* = displacement thickness
e = specific internal energy

¢, = specific heat at constant pres-
sure
C = Cattaneo number
dj = strain tensor
D/Dt = material time derivative (also
denoted by dot)
S () = arbitrary function of time
g(1) = arbitrary function of time
G = Grashof number
H(t) = Heaviside step function
I, = modified Bessel function of first
kind
1 = unit tensor
k = elastic parameter of the fluid
k* = viscoelastic constant (=/0,/p)
p = pressure

Journal of Heat Transfer

s = Laplace transform variable
S = magnitude of discontinuity
(saltus)
= time
t; = non-Newtonian stress tensor
= z-component of velocity
U, = constant with dimensions of ve-
locity
; = velocity components
v = velocity vector
X, y, 7 = cartesian coordinates
a = coefficient of thermal expan-
sion
B, B, = material constants
6(t) = Dirac delta function
6; = Kronecker delta

f = temperature
6., = free stream temperature
f,, = constant temperature (#6,,)
x = thermal conductivity
\ = dimensionless relaxation time
(=CP)
1 = dynamic viscosity
v = kinematic viscosity (=u/p)
p = density
7 = thermal relaxation time
w = radian frequency
w, = critical frequency
wy; = components of vorticity tensor
L7 = Laplace inverse
V? = Laplacian
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the governing equations (6) and (10) for the flow and heat
conduction, after suppressing the primes, become

U, = iy + kU, + G8, (11)
APO, + PO, = 6, (12)

where k measures of the strength of elastic forces relative to
viscous forces.

Stokes’ First Problem. The boundary conditions are

000, 1) = f(1), u(0,1) = g(1),
(e, 1) = 0 = u(, 1), (13)
and the initial conditions are
u(x, 0) =0 = 0(x, 0) = 4,(x, 0). (14)

By applying the Laplace transform to Eqgs. (11) and (12), the
solution in the transform domain is given by

B(x, s) = f(s)e™, (15)
_ | Gf(s) SN TTrY
#(x, 5) [g(s) * (1 + ksym*> — s]e
___Gfw .
(1 + ks)m> — s
= — i, (16)

where a bar over a quantity denotes its Laplace transform with
s as the transform variable and

m = Y\Ps? + Ps.

For f(s) = 1 = g(s), the solution for § has been obtained
in Puri and Kythe (1997) and is given by

(I7)

O(x, 1) = H(t — b)abB(x, 1) + (1 — b)e~  (18)
where
[z _ 12
Bx,2) = e~ Y Z B0 o b= wNP. (19)

,‘ZZ . b2

This solution represents the fundamental solution for this prob-
lem. All solutions for arbitrary f(¢) and g(¢) can be derived
from it by applying Duhamel’s theorem.

In order to obtain the inverse of &, we first express i7; and
it, from (16) as follows:
for P+ 1,

_ G{l 1 1
G=]1+—]——+——
[ MNP afs  ala—B)s+a

S ! el (20
ﬂ(a—ﬂ)ﬁﬂ}]e - 0
G (1 1 1
H=—{—+——
hkP{a,Bs ol —B)s +a
S L | s, (21
ﬁ(a—ﬁ)s+ﬂ}e 2D
and for P = 1,
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1 RS
—_— —xys/(1+ks)
s+]/(a+ﬂ)}]e - (22)

i

GNk { 1 N+k1
__+ —_—

(M + k)? s e 52
+ 1 e*va:(l-}-)\:)’ (23)
s+ 1/ (a + )
where
N+ k P-1
+f=—, d = —
a+f ¥ and af P (24)

Using the Laplace inverses obtained in Puri (1984) and Puri
and Kythe (1997), i.e.,

[ S N [
Ly—le—x (sta) — _f e—m Sin (x az >dz’ (25)
T Jo a+z

£ %B(x, DH(1=b)+6(1—b)e™™, (26)

and

we get for P+ 1

1k —at U
e L[ e G fatem = e
T Jo \kP z2(a — 2)

B ﬁ(e—[it _ e*zt) . z
26 -2 H s <x = kz)dZ

—-Bt

1 e ™ e

AP \aff  a(a = B) Bla-pB)

e H(t . b)G |:£Jv {_]— N efa(Fz) 3 e'ﬁ(lfz) }
: NP Ay laB (e — ) Bla—p)

e ~HU=b)

) » (27)

~b/2n L e _ >:|
X B(x,z)dz+ e <aﬂ+a(a—-ﬂ) Ba 7 s

(28)

and for P = 1

1 Jll/k i G
U = — et — ———
m Jo Ne(a + B)

1 _ efzt e-(a+ﬂ)t _ e—zt . z
X{ = z(a+ﬁ—z)}] sm(x ‘1—kz>dz

G —(a+8)1
)2[(a+ﬁ)t—] + e 1, (29)

+——_—.—
MNe(a + 8

:H(t‘b)G ﬁf —(a+p)(t=2) oy —
“ )\k(a+ﬁ)2[2)\ e Hlarft=o-h

X B(x,2)dz— e ™"(1 = (a + B)(t — b)

— e(a+ﬂ)(t—lz))] . (30)
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For f(s) = 1/s = g(s), the solutions for § and u = u, —
for P # 1, are given by

§=H(t—b) [e“‘” + ab le(b, C)dC} , (3D
b

Lt=l+—G—<——t—-—a+'B~ e + e ” )
‘ af @B aa-p) Ba-P)

1 f”"[e”" G {l —e® P
- = +— — +
T Jo z AP afz az(a — B)(a — 2)

e P — ¢

_ -zt . —Z_ 32
B — B - z)” o (x - kz)dz‘ 32)

_HU=BG[ Ly [t=b atf e
af

Uy

kP a’B? o a—p)
+ e—ﬁ(r—b) N _b_fr -z B a + /8
B (a — B) A dy | af a’g?
efa(t~z) e~ﬂ(t~z)

PR + (e = ﬁ)} B(x, z)dz] , (33)

and for P = 1 by

G
(e + B)°

— e*(airﬂ)l) — l f]/k eﬂz, + G L - e*zf
T Jo z Ne(a + B)? 72
—zt —(atft _ —u
+(a+2ﬁ)<t_l+e_>+e___~_eH
z z z Z{a +8 - 2)

. e
X 8in (x }m)dz, (34)

|:e""’2" {1 —(a+ B)( - b)

(1—(a+ﬂ)t+(—o%—é)—2t2

u,=l

_ H(1 - b)G
" M(a + B)°

U

" (a + ﬂ)z (t — b)? — e—-(a+ﬁ)(!—b)}
2
b 13
+ —

+(a+—'6)2([_
2)\ b

2 2

{1 —(a+ Bt —2)
— e—(a+ﬂ)(l—z)} B(x, Z)dZ:l . (35)

Stokes’ Second Problem, The flow is induced by oscilla-
tion of the plate, or by periodic heating, or both, while the plate
initially at rest and at constant temperature 6., is moved with a
velocity Upe™" in its own plane along the z-axis and its tempera-
ture is subject to a periodic heating of the form (6, — f..)e™".
We shall, therefore, solve Egs. (11}~ (12) subject to the bound-
ary conditions (in nondimensional form) which are

u(x, 1) = e“ =0(x, 1), u(®,t)=0=46x,1). (36)
Taking u(x, 1) = U(x)e™, and 6(x, 1) = O(x)e™, Egs. (11)-
(12) and the boundary conditions (36) reduce to
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" + (\Pw? — iwP)® = 0, (37
(1 + ikw)U" — iwlU = —GO, (38)
U0) = 8(0) =1, U®)=06(x)=0. (39)

The solution for #(x, 7) is the same as in Puri and Kythe (1995),
1.e.,

Ox) = -t (40)
where
12 > .

The solution for u(x, t) subject to the boundary conditions in
(39) is given by

U()C) — ef(pﬁripz)x _ (Gl + iGz)[e——(p‘-Hp,l)x + e*(r)-Hr,_,).r], (42)

where
P2 = U.)V] +k2w2ikw2 (43)
’ 2(1 + kw? 7
and
. - 2 _
G + iG, = G[(n +2k)2Pu:+z{(1 )\kuz) )P 11] (44
(N + k) Pw’ + {(1 — MNkw)P — 1} :w
Hence,
u(x, ) = [1 = (Gy + iGy)le™ori»
+ (Gl + iGz)eiwlf(rIHrz).\', (45)

with
NRu(x, 1) = [(1 — Gy) cos (wt — pax) + Gysin(wt — pyx)je
(46)

Note that the classical solution for A = k = 0 and P = 1 cannot
be derived from the above expression because the denominator
of G, + iG, in (44) becomes zero (for a direct evaluation see
Puri and Kythe (1995)).

+ [G cos (Wr — rx) — Gy sin (wt — rmx)le ",

3 Discussion

Stokes’ First Problem. Using the Boley’s criterion (see
Boley (1962) and Boley and Tolins (1962)) and following the
method of Puri and Kythe (1997), we investigate the disconti-
nuities in the temperature and velocity gradients for £ = 0
(which assures the non-Newtonian nature of the fluid). Table
1, where we have used the notation E = (G/k\P) e"‘m‘
summarizes the results for the magnitudes of discontinuities at
the wave front x = ¢/Y\P in the velocity gradients:

Table 1
§i0) S[6%u/6t*] S[0%uldt0x) S[8uldx?]
8(¢) -E EVAP ~ENP
A S[Ouor’l  S[Pworox]  S[Oulodx]  S[0Puldx]
H() —E EMP —EXP EQ\PY?

where S[g(x, 1)] = g(x", 1) — g(x~, t) denotes the magnitude
of the discontinuity (saltus) in g(x, #) at x, which implies that
(D/Dr)y Sfg(x, )] = 0 for continuous g(x, t). Note that the
first-order derivatives for f(¢t) = §(¢t) and the second-order
derivatives for f(¢) = H(t) are continuous. The Hadamard con-
dition of compatibility for a continuous function g(x, ¢) is given
by
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D _g| o8| dxg|08
DtS[g(x,t)] S[Bt]+dts[8x]' (47)

(See Truesdell and Toupin (1960).) Since S[g(x, )] is zero,
this condition reduces to

g[8 _axg[2]
ot dt ox

where dx/dt is the wave velocity which in this case is
1/ ﬁ It is obvious that the Hadamard condition is satisfied
by the discontinuities given in Table 1.

For Stokes’ first problem, the first-order derivatives are con-
tinuous and the discontinuities occur in the second-order deriva-
tives for f(¢) = 8(¢) and in third-order derivatives for f(¢) =
H(1).

(48)

Stokes’ Second Problem. The oscillatory nature of the
flow generates dispersive harmonic waves in both temperature
and velocity fields. Although these waves decay rapidly, it is
of some interest to analyze their structure. The wave structure
of the thermal waves is the same as discussed in Puri and Kythe
(1995). From (41), one can solve for w in terms of r, and get

V2 r}
VP(P + 4nrd)’

which implies that w is proportional to r? for small r,, but
proportional to r, for large r,. The dispersion for thermal waves
is, therefore, anomalous at small and nondispersive at large
wave numbers. In the velocity field, the solution (42) exhibits
two types of dispersive wave trains: one has the wave front at
X = wt/p,, with velocity w/p,. This corresponds to the classical
Stokes wave, with the difference that a layer at a distance x
from the plate in the present case oscillates with a phase lag of
pax — Y, where

tan

G[1 — P(1 — Mw?)]
(N + B)?PRA 4+ [1 = (1 = Mw?)PIPw — G(N + k)Pw

For k = 0 it reduces to the classical case. Note that there is no
phase lag for k = 0 and P = 1. The group velocity of this wave
is given by

22w VeVl + w%k* — wik

f V1 + wik? = 2wk

, (49)

which for & = 0 reduces to the classical value 2y2w. The other
wave train is similar to the thermal wave, which is analyzed in
Puri and Kythe (1995).

The group velocity v, is greater than the phase velocity
wips for w = 1/ k\/g , after which the group velocity becomes
negative. The frequency w = 1/%/3 can be regarded as the
critical frequency (denoted by w.) because v, has an infinite
discontinuity at this value. It approaches +o from the left and
—o from the right. In view of these observations, the wave
structure exhibits an anomalous dispersion for frequencies less
than w.. This means that the waves appear to emanate at the
front of the wave packet and disappear at the rear. Since v, <
0 for frequencies greater than w,, the phase and group velocities
are directed in opposite directions. This is in agreement with
the bulge in the Brillouin diagram (Fig. 1). It appears that the
viscoelastic fluid becomes an absorbing medium for w > w,
(see Brillouin (1960) and Smith (1970)). The phase and group
velocities are independent of the Grashof number G.

The velocity field in Stokes’ second problem consists of two
components: one, corresponding to ¢ ™™, defines the Stokes-
Rayleigh layer which is of order O(1/p,), and the other, corre-
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Fig. 1

Brillouin diagram for k = 0.01

Fig. 2 Graphs of RuforG = -5,P = 0.7, A = 0.01,and w = 10 at t =
0.1

1 I:k=001
0.5 M:k=0

o o o
2O W

0 0.5
-0.1

Fig. 3 Graphs of tuforG =5,P =0.7, A = 0.01,and v = 10 at t = 0.1

sponding to e ~¢""")* represents the thermal layer which is of
order O(1/r). The effect of N\ for & = 0 is exactly the same
as in Puri and Kythe (1995). The effect of k can be seen from
Figs. 2-3, which present graphs of $u for ¥ = 0 and £ = 0.01
at different values of the other parameters. The velocities for k
= 0 and k # 0 exhibit oscillatory behavior with decaying ampli-
tudes. These graphs intersect before decaying. This implies that
the influence of k is to alter the phase difference between the
oscillations in velocity and in the plate. It tends to decrease this
phase difference. Thus, the viscoelastic fluid oscillates in a
phase different from that of the viscous fluid.

The difference ¢ = x(Vw/2 — p,) between the phases at k
= 0 and k # 0 can be seen in Fig. 4 at different values of x.

1t should be noted that in these figures the values of Ru for
k = 0 match with those in Puri and Kythe (1995).

The effect of G on the velocity field is presented in Fig. 5
for k = 0.01 and w = 10. For different values of w this effect
varies because of the phase difference, and for large frequencies
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20 40 60

Fig. 4 Graphs of the phase difference ¢: (I) at x = 0.1; (Il) at x = 0.5,
and (I} atx =1,

the variation in the thermal effects almost disappears, as can be
seen from (44) and (45).

The quantity p,, defined in (43), increases with frequency
up to w, and decreases thereafter, For large frequencies the
phase difference between viscous and viscoelastic velocities
approaches Vw/2. For very large frequencies the viscoelastic
layer oscillates in phase with the plate, since the phase lag p,x
— i approaches zero for large w. Using the standard definition

of the displacement thickness é* = f: (1 = (u/Uy))dx, where
Uy is the free-stream velocity, in our problem we have 6% =
f: udx, since the plate is moving while the free stream is
stationary. Hence, the absolute value of the displacement thick-

ness is given by
1 _Gl+iGz+G1+iG2

|6%| = , .
prtip2 prtip,

(50)

r o+ in

This thickness in the classical case cannot be determined from
(50) and must be obtained directly from the differential equa-
tion (38) by taking P = 1, A = k = O (see Puri and Kythe
(1995)).

The skin friction on the plate is proportional to

ou

B
ax x=0

= [Gi(py — ) — Go(ra — p2) — p1] cos wt

~[Gi(py — ) + Ga(pr — 1) ~ p2] sinwt.  (51)

The rate of the heat transfer on the plate is the same as in Puri
and Kythe (1995), which is given by

Fig. 5 Graphs of flu for P = 0.7, A = 0.01, k = 0.01,and w =10 at t =
0.1

Journal of Heat Transfer

Fig. 6 Rate of heat transfer on the plate: dashed for » = 5; solid for w
= 10; both at A = 0.04, P = 0.7

06
— =

= k(r, cos wt — r, sin wt)
ax x=0

(52)

and represented in Fig. 6. For A = 0 it reduces to xkVwP X
cos (wt + w/4).

4 Conclusions

1 The temperature field is similar to that discussed in Puri
and Kythe (1997) for Stokes’ first problem and in Puri
and Kythe (1995) for Stokes’ second problem.

2 For flows induced by impulsive heating of the plate, the
second-order gradients are discontinuous for f(¢) = §(¢),
and Eq. (11) has a weak solution. The discontinuities
appear in the third-order gradients for f(¢) = H(t), and
Eq. (11) has a strong solution in this case. An initial
jump in temperature boundary condition propagates in the
temperature and is transmitted to the velocity gradients of
certain order as specified in Table 1. The jump in velocity
boundary condition does not propagate.

3 For periodic heating or oscillations of the plate one can

envision two layers, one of which is a thermal layer and

the other corresponds to the viscoelastic flow.

The thermal layer disappears for large frequencies.

The viscoelastic layer oscillates with a phase difference

of p,x — s at a distance x from the plate. Note that =

O for k= 0and P = 1, whereas y = w/2 as w — 0, and

Y = 0 as w — «. The viscoelastic property reduces the

phase difference between the fluid layer and the plate.

The phase lag for the viscous case (k = 0) at a distance

x from the plate is xvw/2, while for the viscoelastic case

(k # Q) it is given by p,x. Also p, = m for all k.

This behavior remains the same even in the absence of

heating,

6 The group velocity v, for viscoelastic waves is greater
than the phase velocity w/p, for w < w,. Also v, = © as
w = w;, and v, > —% as w = w;. This implies an
anomalous behavior in that the waves emanate in the front
of the wave packet and disappear in its rear for w < w,.
For w > w, the group velocity is negative and the energy
and the waves travel in opposite directions. The viscoelas-
tic fluid is an absorbing medium for w > w,. This is
probably because the Rivlin-Ericksen model considered
here is a slow flow approximation.

W
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Prediction of Thermal Contact
Conductance in Vacuum by

v-teme § Statistical Mechanics
C. K. Hsieh ‘ , , , .
Despite substantial theoretical studies of thermal contact conductance in the past,
the application of statistical mechanics in this field has never been attempted. This
D. Y. Goswami paper addresses contact conductance from macroscopic and microscopic viewpoints

in order to demonstrate the promise of the statistical mechanics approach. In the
first part of the derivation, the Boltzmann statistical model is applied to determine
the most probable distribution of asperity heights for a homogeneously, isotropically
rough surface. The result found is equivalent to Gaussian distribution, which has
only been assumed but not rigorously substantiated in the past. Subsequently, the
Boltzmann statistical model is applied to predict the distribution of true contact spots
when two such surfaces are pressed together, resulting in a relationship between the
total thermal contact conductance and the relative interfacial pressure. The numerical
results are compared to published empirical data, and a good order-of-magnitude
agreement is found. ‘

Department of Mechanical Engineering,
University of Florida

P.0. Box 116300

Gainesville, FL 32611-6300

Introduction

When two solid bodies at different temperatures are brought
into mechanical contact, a thermal resistance impedes the heat
flow across the interface and results in a temperature drop as
shown in Fig. 1. This resistance, commonly known as thermal
contact resistance, is well-explained by the fact that the actual
contact area is exceedingly small as compared to the apparent
contact area due to the presence of roughness and waviness of
the engaging surfaces. As the interstitial material, such as air,
is a poor heat conductor and the radiative heat transfer is often
insignificant (Fenech and Rohsenow, 1959), a large portion of
the heat flow converges to the discrete solid-solid contact spots
as illustrated in Fig. 2. Hence, the increase in the heat-flow path
length causes the thermal contact resistance. Its reciprocal is
called thermal contact conductance, defined as

q

AAT’ (b
where ¢ is the heat flow rate, A is the apparent contact area,
and AT is the temperature drop at the interface.

Thermal contact conductance plays an important role in all
thermal systems where a mechanical contact is involved. Re-
cently, such conductance has received special interest and atten-
tion in small-scale heat removal systems such as microelectron-
ics (Lee et al., 1993; Fisher and Yovanovich, 1989; Eid and
Antonetti, 1986) and in heat transfer between superconductor
films and substrates (Phelan et al., 1994; Ochterback et al.,
1992). Other active research areas include thermal rectification
(Stevenson et al., 1991), metallic coating conductance enhance-
ment (Lambert et al., 1995; Kang et al., 1990; Antonetti et al.,
1985), and interstitial material effects (Das and Sadhal, 1992).
Comprehensive overviews of the literature in these areas can
be found in the papers presented by Snaith et al. (1986) and
Madhusudana and Fletcher (1986). A more recent review pre-
sented by Fletcher (1988) surveys the works published since
1980.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 20,
1996; revision received October 28, 1997; Keywords: Conduction; Direct-Contact
Heat Transfer; Modeling and Scalirig. Associate Technical Editor: A. S. Lavine.
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In theoretical studies, substantial efforts have been made in
the development of predictive models for thermal contact con-
ductance between nominally flat surfaces. Some successful ex-
amples are the ones by Hsieh (1968), Yovanovich (1967,
1982), and McWaid and Marschall (1992). However, none of
the existing models have attempted the use of statistical me-
chanics even though it is a potentially promising approach. The
physical foundation of this statistical approach is based on the
analogy that surface asperities are comparable to particles in
the traditional sense of microscopic viewpoint. The focus of this
investigation is thus directed toward the application of statistical
mechanics to the prediction of contact conductance.

Leung (1995) has developed a predictive model of thermal
contact conductance between nominally flat surfaces by statisti-
cal mechanics. The assumptions made for this modeling encom-
pass the following:

¢ contacting surfaces are of similar physical properties

¢ conical asperities of constant slope and variable heights
represent a flat rough surface

e touching asperities undergo pure plastic deformation

e contact spots are evenly distributed over the apparent con-
tact area

¢ nointerference is considered between neighboring contact
spots

¢ load cycling and surface film effects are negligible

In this paper, the Boltzmann statistical model is first applied
to derive the most probable distribution of the asperity heights
for a flat, homogeneously, and isotropically rough surface. The
Boltzmann model is used again to predict the distribution of
true contact spots for two such surfaces pressed together. Then,
by using the constriction resistance for a single contact, the
relationship between the total thermal contact conductance and
the relative interfacial pressure can be derived. The numerical
results show that the predicted conductance agrees well with
the published empirical data. Statistical mechanics is thus shown
to be a feasible approach in predicting the thermal contact con-
ductance.

Theoretical Basis for the Use of Statistical Mechanics

In theoretical physics, if a macroscopic (observable ) property
of a many-particle system in equilibrium can be characterized
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by other macroscopic properties, statistical mechanics can be
applied to analyze the system. In this effort, the system is ana-
lyzed microscopically in terms of the most probable distribution
of particles. In application of this concept to the field of mechan-
ics, the asperities of the surfaces in contact can be taken as
particles. The applied load at the interface is distributed over
the microscopic contact spots formed by the touching asperities
in a state of force ‘‘equilibrium.”’ As a result of the distribution
of the contact spots, the thermal contact conductance arises as
a macroscopic property of this thermal system.

Nomenclature

Substantial experimental studies have shown that for surfaces
of given material properties, topographic characteristics, and
loading conditions, the reduction in contact resistance behaves
orderly and consistently as the loading interfacial pressure in-
creases. This leads one to believe that the distribution of the
contact spots is highly repeatable when the surfaces are brought
into contact under a specific condition. In other words, the
contact conductance can be considered a result of ‘‘the most
probable distribution’’ of contacts. From this perspective, statis-
tical mechanics is certainly an appropriate method to predict
the thermal contact conductance.

In mechanical engineering, statistical mechanics is frequently
applied to the prediction of equilibrium thermodynamic quanti-
ties. For this reason, an illustrative example in statistical thermo-
dynamics will be introduced first in order to establish the links
between the thermal contact conductance and statistical me-
chanics. The details of the statistical thermodynamics can be
found in Sonntag and Van Wylen (1966).

Consider an isolated system comprised of N particles that
are independently distributed among various energy levels. At
energy level j there is a corresponding statistical weight g;,
which is the number of quantum states having energy u;. Under
an equilibrium state in thermodynamics, the two constraints
which govern the activity of the particles in this system are that
(1) the total number of particles must be conserved,

2 N; =N, (2)
i
and (2) the internal energy must be conserved,
2 Nu; = U, (3)

J

where N; represents the number of particles having energy u;.
The most probable distribution of the particles can then be
determined by use of Boltzmann statistics as

_ Ngje_ﬁ“f

N; ,
T Zge
J

(4)

where g is a Lagrange multiplier.

Attention is now turned to the comparison of the features
associated with contact conductance and its counterpart in statis-
tical thermodynamics given above to demonstrate their similari-
ties. They are listed side by side in Table 1. These comparisons
provide further rationale of the modeling of contact conductance
by statistical mechanics.

Most Probable Distribution of Summit Heights

Before studying the interaction between two contacting sur-
faces, the statistical features of each surface must be identified.
Statistical mechanics can play a vital role in theoretical deriva-
tion of the distribution of asperity summit heights. In this inves-

A =area

a = circular contact spot radius

b = cylindrical heat flow channel ra-
dius

F = loading force on a contact spot

f(z) = probability density function of

property z

g = statistical weight

H = Vickers microhardness

h = thermal contact conductance

k = thermal conductivity

m = asperity slope

asperities

q = heat rate
q" = heat flux

T = temperature

system
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N; = number density of particles or as-
perities having property j
N = total number density of particles or

P = applied pressure

S = shift of distribution curve

U = total internal energy of an isolated

u; = energy corresponding to en-
ergy level j
x = summit height

Greek Letters

o, B, v = Lagrange multipliers
6 = asperity summit penetration
depth
& = base plane separation
o = standard deviation
{4 = mean
{ = constriction alleviation factor
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Table 1 Analogies of statistical thermodynamics and thermal contact
conductance

Statistical Thermodynamics Thermal Contact Conductance

1 | Gas particles are independent of each
other.

Asperities are independent of each
other,

2 || Number of particles is conserved in a
isolated system,

DR AR K
]

Number of asperities present on each
surface is conserved,

DIR RS
E)

3 || Total energy is conserved,

ENu =U.

Sum of loads carried by asperities
equals the applied pressure,

zj:Nij =P,

4 || Most probable distribution of
particles is found by the Boltzmann
statistical model; other system
characteristics can be determined
accordingly.

Most probable distribution of true
contact areas is found by the
Boltzmann statistical model; thermal
contact conductance can be
determined accordingly.

tigation, the Boltzmann statistical model is used in conjunction
with the surface roughness measurements as statistical con-
straints to characterize a rough surface.

The topography of a surface is commonly measured by the
use of a profilometer. As the stylus of a profilometer travels
along a straight path on a surface, the electromechanical trans-
ducer produces electrical signals proportional to the variation
of surface heights resulting in a two-dimensional surface profile
of the single trace. For a complete description of the surface
roughness in three dimensions, a surface mapping scanning
technique can supplement the measurement of the surface to-
pography over an area. Based on this concept, Williamson
(1968 and 1969) built an auxiliary stylus-lifter to record many
closely spaced, parallel surface profiles with a unique reference
height for a bead-blasted aluminum surface sample. Alterna-
tively, Wyant et al. (1986) used a noncontact optical profiler
to obtain the surface heights over an area of a computer tape
surface. From the constructed surface contour maps, they were
able to obtain the roughness summit locations and heights. The
measurement results show that both surface height and summit
height distribution curves are similarly bell shaped, as illustrated
in Fig. 3. The mean summit height is greater than the mean

Summit
height

Surface
height

shie

Frequency

Height

Fig. 3 Distributions of surface heights and summit heights of a bead-
blasted surface
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surface height and their standard deviations can be correlated
as presented by McCool (1986). These results indicate that the
rough surfaces possess the following characteristics:

s Density of asperities.

LN =N (5)
J
*  Mean summit height.
2 Nix; = Nu (6)
J
s Standard deviation of summit heights.
T Ni(x - w)* = No” (7)

j

N is the density of asperities (number per unit area) and N; is
the density of asperities having summit height x;. These relation-
ships can serve as the constraints imposed on the surface topog-
raphy for the Boltzmann statistical analysis.

Following the standard mathematical procedures of statistical
mechanics, Leung (1995) has derived the Boltzmann distribu-
tion of summit heights as

2
NeP*ie=7%;

S e Prie
j

N; = ; (8)

where 8 and vy are the Lagrange multipliers corresponding to
Eqgs. (6) and (7), respectively. Since the discrete values of x;
are so closely spaced as to form a continuum, the summation
can be changed to an integration by the transformation means
of Euler-Maclaurin summation formula. Then, the distribution
given by Eq. (8) can be expressed in a probability density form

by
Ndx f
Substituting N; from Eq. (8) into Eqgs. (6) and (7) and then

applying Euler-Maclaurin summation formula again, one can
write, respectively,
f e~ e xdx

— = U,
f e Pre vy

0

e Pxe —yx?

€)

Brg =¥ gy

(10)

and
f e Pe " (x — p)idx
0 2

= =0°
- — 2
I e Pre " dx
0

By solving Egs. (10) and (11) simultaneously, the unknowns
[ and vy are obtained as

(11)

- _
ﬁ 0_2 y
and
L
4 202

Finally, the most probable distribution of summit heights,
given by Eq. (9), can be expressed in terms of y and ¢ by
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Fig. 4 Surface roughness modeled by conical asperities

1 1/{x—u\
s (4]

It is found that the probability density function derived above
for the Boltzmann distribution is identical to the one for a
Gaussian distribution. As a result, the Boltzmann statistical
model has provided a solid foundation for the use of Gaussian
distribution of summit heights, which has hitherto been in wide-
spread use but subjected to no rigorous validation,

Prediction of Thermal Contact Conductance

Surface Representation. In this investigation, the irregu-
larities of a rough surface are modeled by conical asperities of
an identical gradient m and various heights resting on a common
flat plane, as illustrated in Fig. 4. This model has been proven
to be a suitable representation for the surfaces processed by
grinding, lapping, honing, bead blasting, anodizing, and accu-
rate casting (Hsieh, 1974; D’yachenko et al., 1964). The sum-
mit height distribution given by Eq. (12) leads to some useful
surface characteristics provided by Hsieh (1968) as follows:

e Density of surface asperities (number per unit area).

ve (Y
73080

o Maximum summit height ( peak-to-valley roughness).

(14)

(13)

Xmax = 80

*  Mean summit height.

u=4c (15)
It is noted that the asperities having heights beyond x,,,, are
within 0.02 percent (negligibly small) of the total population
described by Eq. (12).

Contact Interface Modeling. The formation of true con-
tact areas are modeled as demonstrated in Fig. 5. Figure 5(a)
shows that the contact spots often occur near the summits as
found in Williamson (1968). The first step in modeling is to
represent each rough surface by the conical asperities, as illus-
trated in Fig. 5(b). As expected, perfect alignment between a
pair of touching asperities rarely occurs. Nevertheless, the de-
gree of misalignments is expected to be statistically constant
since the macroscopic properties, such as contact conductance,
surface friction, etc., are consistently reproducible. It is thus
justified to simplify the analysis by assuming that all touching
asperities are perfectly aligned, as illustrated in Fig. 5(c). The
theoretical prediction of contact conductance can be corrected,
if necessary, by a multiplying factor, which is close to unity
(Hsieh, 1968).

Mechanical and Thermal Analyses for a Single Contact.
The fundamental unit for the study of conductance at an inter-
face is a single contact formed by a pair of touching asperities as
shown in Fig. 6. In the mechanical analysis, touching asperities

54 / Vol. 120, FEBRUARY 1998

8
a) Surface irregularities
b) Ideally shaped asperities

6

~

¢) Perfect alignment

Fig. 5 Modeling technique used in contact area formation

Asperity 1
| )7m/
-~ % ~N
~N
Xi ] x: g
v
~ 7
Asperity 2

Fig. 6 Plastic deformation at asperity summits

resemble blunt indenters whose summit undergoes a plastic
deformation. Based on simple geometry, this mechanism results
in the contact spot radius

0 if §=0
a= 16)
I if 6>0 (
m
and the contact force
0 if 6=0
F = 2 17)
Hra* = ™0 it 5>, (
m

where H is the (Vickers) microhardness of the material of the
contacting surfaces and 6 is the summit penetration depth de-
picted in Fig. 6. The value of § less than zero implies that the
two asperities are not in contact.

The thermal analysis calls for solving a Laplace equation
with mixed boundary conditions. Gibson (1976) obtained the
analytical thermal conductance for a single contact spot as
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0 if 6=<0
2ak kb
W mp
Here the constriction alleviation factor, ¢, is expressed by
¢ =1 — 1.4091839(a/b) + 0.338010(a/b)?

+ 0.067902(a/b)’,

h = (18)

if 6>0.

(19)

where a/b is the ratio of the contact spot radius to the flow
channel radius.

Application of the Boltzmann Statistical Model. The first
step is to identify the constraints that govern the activities at the
interface. For two contacting surfaces having the same surface
texture, the number of potential contact spots formed are con-
strained by

2N =N, (20)

J
where N is the density of all summit penetrations (Eq. 13) and
N; is the density of summit penetration ;. It is noted that a
contact spot is physically formed only for §; greater than zero.
The force balance condition is another constraint imposed on
the interface,

NmHE?

| = b
dm §>0

S NF =Y (1)

where P is the applied pressure.
These two constraints yield the following Boltzmann distribu-
tion of summit penetration,

&N

It is assumed that all contact spots are evenly spaced so that a/
b is the same for each spot (Cooper et al., 1969),

(25)

In Eq. (24), ¢ has been factored out from the summation sign
and a/b in Eq. (19) can be replaced by (P/H)'.

The asperity heights can be as much as x,,, which is equal
to 8¢ (Eq. 14). Thus, asperity contacts will be initiated only if
the surfaces are brought together with a base plane separation
& (see Fig. 6) of less than 160. It is also expected that the
lowest possible value of £ is zero, meaning that the touching
asperities completely penetrate into each other. Under these
circumstances, the value of § ranges from —16¢ to 16¢. Equa-
tions (23) and (24) can be written in an integral form by

160 .
f gse P 5%d6
0

P = Zszv 0 T6o S (26)
" f gsdb +f gse P db
— 160 0
and
Jﬂﬁa )
—B6
gse "0 bdé
p= M g (27)

- 0 160
my f o gedb + f gse P d6
—160 V]

The multiplier 5§ in Eqs. (26) and (27) serves as a parameter
so that P and & can be related.
The final step is to define the statistical weight function g;.

. if 6 =0 The product of g; and dé should reflect the proportion of the
2 gilo=o + 2 gie i 550 ! probability of the event having a summit penetration depth be-
Ny= }J J (22) tweenéandé + dé. Following the steps for finding the probabil-
g Ne ~ 5 . ity of events, the statistical weight function can be derived as
2 gilomo + 2 ge-5 [550 iro>0 (Leung, 1995)
j J i £l
s 8o 2
< f(x)xzdx> if §>0
812
_ 8a 160 +6—x,
8 = ¢ f(xl)x%f FO)xddody  if —80 < 6 =0 (28)
4] 0
160 +6 160+67x]
f f(xl)x?f f(x)xidedey if —160 < 6 = —80,
\ 0 0

where ( is the Lagrange multiplier and g; is the statistical weight
function for §;. Substituting Eq. (22) into Eq. (21) results in
the relationship between P and £,

nHN 3 ge ™™ 6} 150

4m? =P

L - (23)
2 gilo=o + 2 gie o ls,>0
J J

The corresponding total contact conductance is the sum of all
individual constriction conductances,

h = 2 IVJk(SJ
i mily >0

kN 2 gje>ﬂ6§6jléj>o
i

= YY)
mip |2 gj‘ﬁjso + 3 ge |bj>0
i j

(24)
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where f(x) is the probability density function given by Eq.
(12).

Numerical Results and Discussion

Finding exact solutions to the equations derived above (Eqs.
(26), (27), and (28)) is not successful because of the difficulty
in evaluating the muitiple integrations involved. For this reason,
Simpson’s rule is used to accomplish the numerical results. An
initial and arbitrary number of equally spaced increments of the
dummy variable of integration are selected to perform numerical
integration. The computation is then repeated by using twice
the number of increments until the termination criterion is
reached. This criterion is that the errors between consecutive
computations do not exceed 1 percent. It is found that a suffi-
cient number of increments varies from 100 to 400. The trunca-
tion errors of Simpson’s rule for the computed P in Eq. (26)

FEBRUARY 1998, Vol. 120 / 55
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Fig. 7 Predicted and experimental thermal contact conductance

and A~ in Eq. (27) are estimated within 1 percent and 0.1 percent,
respectively.

The numerical results are presented in Fig. 7 as the dimen-
sionless contact conductance,

_ho

h* = ) 29
> (29)
versus the dimensionless pressure,
P
P* =—. 30
H (30)

These dimensionless parameters are derived in previous correla-
tion studies (Cooper et al., 1969; Tien, 1968). The correlation
between the predicted #* and P* is expressed by

h* = 0.170P*06%3 31)

which is plotted as the solid line in Fig. 7. The load exponent
of 0.693 is found for the dimensionless loading range between
0.0001 and 0.05. :

Experimental data for tests of conductance in vacuum have
been selected from the open literature and used for comparison.
Since the surface slope is not commonly reported in the litera-
ture, only eleven sets of qualifying data are found useful for
direct comparison, and they cover a wide range of surface
roughness and material properties. The specimens include Stain-
less Steels 303, 304, and 416, Nickel 200, Zirconium-2.5 wt
percent Nb, and Zircaloy-4 and the surface roughness varies
from 0.338 pum (smooth) to 9.86 um (rough). The surface
characteristics and the sources of reference for all the selected
data are given in Table 2. The experimental results are presented
in Fig. 7, while individual comparisons can be found in Leung
(1995).

Figure 7 shows that the Boltzmann statistical model yields
accurate predictions as compared to the measurements by Mikic
and Rohsenow (1966) and Henry (1964 ) for a wide range of
pressures (1 X 107™* < P* < 3 x 1072). For Hegazy’s (1985)
data, good agreement is found when P* is less than 6 X 1074,
When P* is greater than 6 X 107*, the model tends to underpre-
dict the contact conductance and the deviation increases with
P*, The worst case found is at P* approximately equal to 4 X
107?, where the experimental A* is twice as high as the pre-
dicted #*, While such a deviation is not uncommon in the field
of contact conductance, it is safe to say that on the basis of this
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Table 2 Experiments for thermal contact conductance of nominally flat
surfaces in a vacuum environment

g m H k References

Test || Specimen (um) (GPa) | (W/mK)

1 SS 303 2.64 | 0.1500 2.28 17.3 Mikic and
Rohsenow, 1966

2 SS 303 5.92 | 0.0998 2.28 17.3 Mikic and
Rohsenow, 1966

3 SS 416 3.04 10.102 2.62 25.3 Henry, 1964

4 Ni 200 0.638 | 0.0778 3.67 75.1 Hegazy, 1985

5 Ni 200 9.86 | 0.165 2.17 75.1 Hegazy, 1985

6 S8 304 0.338 | 0.0509 4.11 19.3 Hegazy, 1985

7 SS 304 7.74  10.134 2.51 18.9 Hegazy, 1985

8 Zirconium 0.652 | 0.0587 3.14 19.8 Hegazy, 1985

9 Zirconium 6.23 |0.141 2.17 20.0 Hegazy, 1985

10 Zircaloy-4 0.431 | 0.0346 2.32 16.6 Hegazy, 1985

11 Zircaloy-4 5.60 0146 1,97 172 Hegazy, 1985

analysis, predictions of the contact conductance by the conical
model at low loads (P* < 6 X 107*) are reliable. At high
loads, since only one group of data deviates from the prediction,
it is difficult to assess the accuracy of the predicting models.
Nonetheless, the predictions are within the uncertainty in the
experimental data.

As shown in Eq. (31), the load exponent of 0.693 is a domi-
nant parameter in the prediction of the contact conductance.
This value is relatively low as compared with the value (0.95)
theoretically derived by Yovanovich (1982). However, com-
parisons with the results of corresponding empirical correlations
as summarized in Table 3 show that the Boltzmann statistical
model predicts a load exponent which is within the range that
is listed in the table. It is noted that the present modeling of
the contact conductance by Boltzmann statistics can be modified
by the application of an elastic-plastic deformation mechanism
(So and Liu, 1990; Ishigaki and Kawaguchi, 1979), which is
essentially an alternative method to that of modeling the contact
of rough surfaces. It is expected that the load exponent will
change with the inclusion of the elastic component in the analy-
sis.

The present work is somewhat handicapped by the lack of
qualifying data for comparison —this is not without reasons.
As seen in the literature, in the early stage of research in the
field, the study of contact of individual asperities was given full
attention and the characterization of the surface roughness was
treated in detail in the papers. However, later works tended to
deviate gradually from this course and recent efforts have been
directed to the studies of surface coatings, surface rectification,
and interstitial materials, among others. It is clear that for a
thorough validation of the Boltzmann model developed in this

Table 3 Summary of load exponent reported in empirical correlations
of thermal contact conductance for nominally flat surfaces in vacuum

Reference Specimens Load
Exponent
Hegazy, 1985 Stainless steel, nickel, Zirconium, 0.95
and Zircaloy-4
Edmonds et al., 1980 Stainless steel and copper 0.60
Popov, 1976 Steel, al and other materials 0.956
O’Callaghan and Probert, 1974 | Stainless steel and alumi 0.66
Thomas and Probert, 1972 Stainless steel 0.743
Aluminum 0.72
Fletcher and Gyorog, 1971 Stainless steel and aluminum 0.56
Mal’kov, 1970 Metal contacts 0.66
Tien, 1968 Stainless steel and aluminum 0.85
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paper, the surface characterization must be included in detail in
future studies. Not only will this validate the Boltzmann model
developed in this paper, but it will also benefit the study of
other areas, such as surface grinding and micro heat transfer,
among others.

Conclusions

This investigation has shown that the prediction of thermal
contact conductance by statistical mechanics is viable. Consid-
ering surface asperities comparable to molecules in the tradi-
tional sense of microscopic viewpoint, the Boltzmann statistical
model successfully determines the ‘‘most probable distribu-
tion’” of the contact spots. Thus, a relationship between the
contact conductance and the relative pressure can be derived.
The disagreement between the predicted contact conductance
and the published data is less than 30 percent when the dimen-
sionless pressure (P/H) is less than 6 X 107, The worst group
of data is found at high test range where the empirical data is
twice as much as the prediction.

The Boltzmann statistical model has been explored in this
investigation and reasonably accurate predictions are obtained.
The Bose-Einstein and Fermi-Dirac statistical models, assuming
that the particles are indistinguishable, have been successfully
applied in statistical thermodynamics. Thus, these two models
may also play an important role in the field of contact conduc-
tance. Investigations of these two statistical models are recom-
mended.

References

Antonetti, V. W., and Yovanovich, M. M., 1985, “‘Enhancement of Thermal
Contact Conductance by Metallic Coatings: Theory and Experiment,”” ASME
JOURNAL OF HEAT TRANSFER, Vol. 107, pp. 513-519.

Cooper, M. G., Mikic, B. B., Yovanovich, M. M., 1969, ‘‘Thermal Contact
Conductance,” International Journal of Heat and Mass Transfer, Vol. 12, pp.
279--300.

Das, A. K., and Sadhal, S. S., 1992, “‘Effect of Interfacial Fluid on Thermal
Constriction Resistance,”” ASME JOURNAL OF HEAT TRANSFER, Vol. 114, pp.
1045-1048.

D’yachenko, P. E., Tolkacheva, N.N., Andreev, G. A, and Karpova, T.M,,
1964, The Actual Contact Area between Touching Surfaces, Consultants Bureau,
New York.

Edmonds, I. J., Jones, A. M., and Probert, S. D., 1980, ‘*Thermal Contact Resis-
tance for Hard Machined Surfaces Pressed Against Relatively Soft Optical-Flats,””
Applied Energy, Vol. 6, pp. 405427,

Eid, J. C., and Antonetti, V. W., 1986, ‘‘Small Scale Thermal Contact Resis-
tance of Aluminum Against Silicon,”’ Proceedings of the 8th International Heat
Transfer Conference, Hemisphere Publishing, PA, pp. 659-664.

Fenech, H., and Rohsenow, W. M., May 1959, Thermal Conduction of Metallic
Surfaces in Contact, Report No. NYO-2136, for the United States Atomic Energy
Commission by Heat Transfer Laboratory, M.L.T., Cambridge, MA,

Fisher, N. J., and Yovanovich, M, M,, 1989, ‘“Thermal Constriction Resistance
of Sphere/Layered Flat Contacts: Theory and Experiment,”” ASME JOURNAL OF
HEAT TRANSFER, Vol. 111, pp. 249-256.

Fletcher, L. S., 1988, “‘Recent Developments in Contact Conductance Heat
Transfer,”” ASME JOURNAL OF HEAT TRANSFER, Vol. 110, pp. 1059-1070.

Fletcher, L. S., and Gyorog, D. A., 1971, *‘Prediction of Thermal Contact Con-
ductance Between Similar Metal Surfaces,”” AIAA Progress in Astronautics and
Aeronautics, Vol. 24, Heat Transfer and Spacecraft Thermal Control, pp. 273~
288,

Gibson, R. D., 1976, *‘The Contact Resistance for a Semi-infinite Cylinder in
a Vacuum,”” Applied Energy, Vol. 2, pp. 57-65.

Hegazy, A. A., 1985, Thermal Joint Conductances of Conforming Rough Sur-
faces: Effects of Surface Microhardness Variation, Ph.D. thesis, Department of
Mechanical Engineering, University of Waterloo, Ontario,

Journal of Heat Transfer

Henry, 1.J., 1964, Thermal Contact Resistance, A.E.C. Rep. No. 2079-2,
M.LT., Cambridge, MA.

Hsieh, C. K., 1968, Correlation and Prediction of Thermal Contact Conductance
for Nominally Flat Surfaces, Ph.D. thesis, Purdue University, West Lafayette, IN.

Hsieh, C. K., 1974, *‘A Critical Evaluation of Surface Geometrical Parameters
For a Nominally Flat Surface Model,”” ASME Journal of Lubrication Technology,
Vol. 96, pp. 638~639.

Ishigaki, H., and Kawaguchi, I., 1979, ““A Simple Estimation of the Elastic-
Plastic Deformation of Contacting Asperities,”” Wear, Vol. 54, pp. 157~164.

Kang, T. K., Peterson, G. P., and Fletcher, L. S., 1990, ‘‘Enhancing the Thermal
Contact Conductance Through the Use of Thin Metallic Coatings,”” ASME JOUR-
NAL OF HEAT TRANSFER, Vol, 112, pp. 864—871.

Lambert, M. A, Marotta, E. E, and Fletcher, L. S., 1995, ‘‘The Thermal Contact
Conductance of Hard and Soft Coat Anodized Aluminum,’”” ASME JOURNAL OF
HeAT TRANSFER, Vol. 117, pp. 270-275.

Lee, S., Song, S., Moran, K. P, and Yovanovich, M. M., 1993, ‘‘Analytical
Modeling of Thermal Resistance in Bolted Joints,”” ASME Enhanced Cooling
Techniques for Electronics Applications, HTD-Vol. 263, ASME, NY, pp. 115-
122.

Leung, M., 1995, Prediction of Thermal Contact Conductance by Statistical
Mechanics, Ph.D. dissertation, University of Fiorida, Gainesville, FL.

Madhusudana, C. V., and Fletcher, L. S., 1986, ‘‘Contact Heat Transfer—The
Last Decade,”” AIAA Journal, Vol. 24, No. 3, pp. 510-523.

Mal’kov, V. A., 1970, ‘“Thermal Contact Resistance of Machined Metal Sur-
faces in a Vacuum Environment,”” Heat Transfer-Soviet Research, Vol. 2, pp.
24-33,

McCool, 1. L, 1986, ‘‘Comparison of Models for the Contact of Rough Sur-
faces,”” Wear, Vol. 107, pp. 37-60.

McWaid, T., and Marschall, E., 1992, ‘‘Thermal Contact Resistance Across
Pressed Metal Contacts in a Vacuum Environment,”’ International Journal of
Heat Mass Transfer, Vol. 35, No. 11, pp. 2911-2920.

Mikic, B. B., and Rohsenow, W. M., 1966, Thermal Contact Resistance, Rep.
No. 4542-41, M.I'T., Cambridge, MA.

O’Callaghan, P. W., and Probert, S. D., 1974, ‘‘Thermal Resistance and Direc-
tional Index of Pressed Contacts Between Smooth Non-Wavy Surfaces,”” Journal
of Mechanical Engineering Science, Vol. 16, pp. 41-55.

Ochterbeck, J. M., Peterson, G. P., and Fletcher, L. S., 1992, *‘Thermal Contact
Conductance of Metallic Coated BiCaSrCuO Superconductor/Copper Interfaces
at Cryogenic Temperatures,”” ASME JOURNAL OF HEAT TRANSFER, Vol. 114, pp.
21-29.

Phelan, P. E,, Song, Y., Nakabeppu, O., Ito, K., Hijikata, K., Ohmori, T., and
Torikoshi, K., 1994, ‘‘Film/Substrate Thermal Boundary Resistance for an Er-
Ba-Cu-O High-7, Thin Film,”> ASME JoURNAL OF HEAT TRANSFER, Vol. 116,
pp. 1038-1041,

Popov, V. M., 1976, “‘Concerning the Problem of Investigating TCR,"” Power
Engineering, Vol. 14, No. 3, pp. 158-163.

Snaith, B., Probert, S. D., and O’Callaghan, P. W., 1986, ‘‘Thermal Resistances
of Pressed Contacts,”” Applied Energy, Vol. 22, pp. 31-84.

So, H., and Liu, D. C,, 1990, ‘‘Evaluation of Statistical Models for Elastic-
Plastic Contact of Rough Surface with Hardening Effect,’”” Journal of the Chinese
Society of Mechanical Engineers, Vol. 11, No. 6, pp. 481-487.

Sonntag, R. E., and Van Wylen, G. J., 1966, Fundamentals of Statistical Ther-
modynamics, John Wiley & Sons, Inc., New York.

Stevenson, P. F,, Peterson, G. P, and Fletcher, L. S., 1991, *‘Thermai Rectifica-
tion in Similar and Dissimilar Metal Contacts,”” ASME JOURNAL OF HEAT TRANS-
FER, Vol. 113, pp. 30-36.

Thomas, T.R., and Probert, S.D., 1972, ‘‘Correlations for Thermal Contact
Conductance in Vacuo, ASME JOURNAL OF HEAT TRANSFER, Vol. 94, pp. 276—
281.

Tien, C. L., 1968, ‘‘A Correlation for Thermal Contact Conductance of Nomi-
nally-Flat Surface in a Vacoum,”’ Proceedings of the 7th Thermal Conductivity
Conference, U.S. Bureau of Standards, pp. 755-759.

Williamson, J. B. P., 1968, ‘‘Microphotography of Surfaces,”” Proceedings of
the Institution of Mechanical Engineers, Pt. 3K, Vol. 182, pp. 21-30.

Williamson, J. B. P., 1969, ‘“The Shape of Solid Surfaces,”” Proceedings of the
ASME Annual Winter Meeting, ASME, NY, pp. 24-35.

Wyant, J. C., Koliopoulos, C. L., Bhushan, B., and Basila, D., 1986, ‘‘Develop-
ment of a Three-Dimensional Noncontact Digital Optical Profiler,”” ASME Journal
of Tribology, Vol. 108, pp. 1-8.

Yovanovich, M. M., 1967, Influence of Surface Roughness and Waviness upon
Thermal Contact Resistance, Sc.D. thesis, Massachusetts Institute of Technology,
Cambridge, MA, EPL Rep. No. 76361-48.

Yovanovich, M. M., 1982, *‘Thermal Contact Correlations,’” Spacecraft Radia-
tive Transfer and Temperature Control, AIAA Progress in Astronautics and Aero-
nautics, Vol. 83, T. E. Horton, ed., New York, pp. 83-95.

FEBRUARY 1998, Vol. 120 / 57

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Numerical Study of Shear-
Induced Heating in High-Speed

x s ¥ Nozzle Flow of Liquid
e | Monopropellant

Assoc. Mem. ASME A numerical study is performed which focuses on peak temperatures experienced by
a liquid monopropellant during high-speed injection in a small-diameter nozzle.

Attention is focused on short-duration injection during which the nozzle wall boundary

J. Katz layer is predominantly laminar. An unsteady 1D analysis of the temperature distribu-
MPTOfZSSS'\(;]fE- tion associated with sudden fluid acceleration over a flat insulated boundary is
em.

first conducted. Expressions are provided which relate the normalized peak wall
temperature to the prevailing Eckert and Prandtl numbers. Results reveal a quadratic
dependence of the normalized wall temperature on impulse velocity, and a nonlinear
variation with Prandtl number. Next, simulation of high-speed flow in an axisymmetric
nozzle is performed. The numerical schemes are based on finite-difference discretiza-
tion of a vorticity-based formulation of the mass, momentum, and energy conservation
equations. Implementation of the numerical schemes to flow of LP 1846 in a 4 mm
diameter nozzle indicates that preignition is likely to occur for velocities higher than
200 m/s. The effects of wall heat transfer and temperature-dependent properties are
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also discussed.

1 Introduction

One of the concerns in the design or operation of devices
involving high-speed flow of a combustible liquid is the
prevention or minimization of hazards associated with pre-
mature ignition of the mixture. Among the various phenom-
ena that could lead to such an undesirable event, attention
is focused here on shear-induced (or viscous) heating ef-
fects. The latter arise, for example, when the liquid is driven
at high velocity within small gaps or is squeezed between
two colliding boundaries. Thus, high shearing rates are es-
tablished which may result in the generation of regions of
sufficiently high temperature for ignition to occur.

A number of mechanisms leading to the formation of so
called ‘‘hot spots’’ have been described in the literature.
Most have been identified based on investigations of viscous
heating due to the squeezing of liquid drops between two
colliding parallel plates (Cherry, 1945; Eirich and Tabor,
1948; Field, 1992; Field et al., 1992; Yuan and Prosperetti,
1996; Field et al., 1982; Heavens and Field, 1974; Krishna
Moan and Field, 1984). These studies have shown that the
peak temperature experienced by the liquid occurs in thin
layers adjacent to the solid surfaces where the velocity and
shear are high and the viscosity is low.

The present study is motivated by safety concerns associ-
ated with viscous heating of liquid monopropellants in
small-diameter nozzles (Knapton et al., 1992; Lisanov and
Dubovic, 1986). As schematically illustrated in Fig. 1, we
focus on the high-speed flow of LP 1846, a hydroxylammo-
nium nitrate based monopropellant, in a 4 mm diameter, 2
cm long axisymmetric nozzle located downstream of pipe
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contraction with large area ratio. In addition, we restrict our
attention on a transient operation regime of approximately
10 ms in duration, during which the monopropellant is rap-
idly accelerated through the nozzle to mean mixture velocity
in the range 100~400 m/s. For such a scenario, simple scal-
ing arguments show that the boundary layer thickness re-
mains much smaller than the nozzle radius, and that transi-
tion to turbulence is not expected during the injection period
(Shi, 1996). Consequently, viscous effects are confined to
a small region close to solid boundaries, and the primary
concern is the maximum temperature attained at or near the
nozzle boundaries. Thus, the objective of the present effort
is the development of a simplified computational model that
can be used to conservatively predict the peak mixture tem-
perature, and to investigate its dependence on the details of
the injection event.

2 Formulation

In order to obtain conservative estimates of peak tempera-
tures, and to render the analysis tractable, a number of sim-
plifying assumptions are used. Specifically, the study is fo-
cused on limiting inlet conditions corresponding to an essen-
tially flat velocity profile with vanishingly small boundary
layer thickness. In addition, the initial flow acceleration
transient is ignored, and the mixture is assumed to be impul-
sively accelerated through the nozzle. By doing so, detailed
experimentation in a potentially large parameter space is
avoided.

The flow field within the nozzle is thus analyzed using a
simplified model which also assumes that (i) the mixture is
incompressible and Newtonian, (ii) the nozzle has constant
diameter, and (iii) the flow remains axisymmetric. Under
the stated assumptions, fluid motion is governed by the
mass, momentum, and energy conservation equations. In a
vorticity based formulation, these are expressed as (Bat-
chelor, 1967; Schlichting, 1979; Panton, 1984):
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where w is the vorticity, ¢ the streamfunction, T the tempera-
ture, v, = r'Oy/Oz, and v, = r7'OY/Or are the radial
and streamwise velocity components, respectively,
(T)/9(Ty) is a normalized viscosity, k* = k(T)/k(TO) is a
normalized thermal conductivity, and

ol (Y (oY s (2] (2 2uY
@=4@ﬂ+<3+<&yh<&+w>“)

is the viscous dissipation function. Re = pUR/[,, Pr =
Doldy, and Ec = U*¢,T, denote the Reynolds, Prandtl, and
Eckert numbers, respectively. Dimensional quantities are indi-
cated using tildes and the subscript 0 is used to denote inlet
conditions. Variables are normalized with respect to the appro-
priate combination of the mixture density, §, the nozzle radius,
R, the maximum velocity at the nozzle inlet, U, and the mixture
inlet temperature, 7.

v¥ =

3 Numerical Schemes

Flowfield simulation is petformed by numerically integrating
the parabolized equations of motion on a radially stretched com-
putational grid. To this end, the transformation from physical
to computational plane,

- _owlal —©)] -1 )
exp(a) - 1

0 = € = 1 is used. The transformation, which concentrates grid
points in the neighborhood of nozzle walls, is characterized by

d=4mm

L=2cm

e

Fig. 1

Schematic illustration of the nozzle geometry
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the grid stretching parameter a. In the computational plane, the
goveming equations are expressed as

Ow
E + £ £ (Ugbd) + gz

(vzw)

4 2
‘E[é e g"ag o 1

1 dw w
[&£<%E+ﬂ
rofe G

E,aw w]

ov*

8&2
20 &0
¥ e En 9 r o wr (7)
(‘?T or
UEé—r f 1)z'a_z'

—RePr[rc'?ﬁ( 6'8{)] Re Ve (8)

where v, = —r~'0¢/0z, v, = £r OYI9E, B =
while &, = 0¢/0r and £, = §%€/0r.

Numerical simulation of the above system of equations relies
on a finite-difference methodology. The computational plane is
spatially discretized using a rectangular grid with (N,, N,) points
in the (£, z) directions. All internal spatial derivatives are dis-
cretized using second-order centered differences (Fletcher,
1988; Hirsch, 1990). A semi-implicit temporal discretization
of the governing equations is adopted which is based on treating
nonlinear convection terms using a third-order Adams-Bash-
forth scheme, and applying the second-order Crank-Nicolson
scheme to remaining terms. Numerical simulation of the steady
parabolized equations is also performed. A spatial discretization
similar to that of unsteady simulations is used, and the equations
are integrated by marching the solution in the streamwise direc-
tion, from the nozzle inlet towards the exit. Details of numerical
implementations and results of a validation study are discussed
by Shi (1996).

Equations (6-8) are solved subject to the following boundary
conditions; at the nozzle wall, r = 1, no slip velocity boundary
conditions are used, and the following thermal boundary condi-
tion is xmposed k*0T/0r = —Nu[T(r = 1) — 1], where Nu

= hR/K, is the Nusselt number. Adiabatic wall conditions are
simulated simply by setting Nu = 0. At the inlet of the channel
a uniform temperature profile is imposed, T(r) = 1. Meanwhile,
stream function and vorticity boundary conditions are derived
from a smooth velocity profile that is essentially flat, except for
a thin boundary layer at the nozzle wall. In the computations,
the thickness of this artificial layer at the nozzle inlet is de-
creased, and the grid resolution accordingly refined, until the
computed solution becomes essentially independent of both the
thickness of the artificial layer and of the grid size. The validity
of the present approach has been examined in detail (Shi,
1996). Briefly, we find that ‘‘convergence’’ is reached when-
ever the thickness of the inlet profile drops to roughly 1 pm.
The validity of the parabolized flow approximation is also estab-
lished in Shi (1996), based on a detailed comparison of the
predictions of the steady and unsteady parabolized codes with
direct numerical simulations at moderate Reynolds number.

€7 (9.1 9€)*,

4 Quasi-One-Dimensional Approximation

In order to gain an appreciation for the role of governing
parameters, we first examine the simplified problem of impui-
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sively started motion over a flat insulated plate. This exercise
is also motivated by the fact that the corresponding physical
setting closely approximates the early stages of boundary layer
formation at the nozzle walls. Assuming constant properties,
the quasi-one-dimensional flow is expressed in terms of the
well-known similarity solution (Carslaw and Jaeger, 1959),

— = erf (7)

0. ©))

where 7 = y/v4Pi. Meanwhile, the temperature distribution is
obtained by inverting the corresponding energy equation,
oT ot | U? < y* )
exp

- = 10
20 (10)
using a Green’s function approach. A closed-form expression

for the wall temperature is thus obtained, and is expressed in
normalized form as (Shi, 1996):
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Thus, the wall temperature is time independent and, due to the
absence of a characteristic flow lengthscale, the above expres-
sions do not explicitly depend on the Reynolds number.

Equation (11) allows simple interpretation of the impact of
Eckert and Prandtl numbers on shear heating during the early
stages of boundary layer formation. In particular, linear varia-
tion of the normalized wall temperature with Eckert number
reflects a quadratic dependence on impulse velocity. Mean-
while, the logarithmic divergence of the wall temperature as
Pr — oo underscores a concern for mixtures having high Prandtl
number, This is particularly the case for some HAN-based liquid
monopropellants such as LP 1846, which are characterized by
Prandtl numbers exceeding 100.

5 Axisymmetric Flow

5.1 Effect of Injection Speed. The simulation schemes
are applied to characterize shear induced heating during high-
speed injection of LP 1846. Most computations are performed
using the steady parabolized schemes on a stretched grid with
a stretching parameter ¢ = 6.5, N, = 401 points in the radial
direction, and N, = 8001 points in the streamwise direction.
The effect of injection velocity is first analyzed by considering
four different injection speeds U = 100, 200, 300, and 400 m/
s. In all of these cases an inlet temperature Ty = 298 K is
assumed and adiabatic wall conditions are imposed.

The computations are performed using two different models.
In the first, the physical properties of LP 1846 are assumed
constant; we use p = 1,430 kg/m?, ¢, = 2,300 J/kg K, k =
0.15 W/m-K, and 7 = 4.988 X 10"°m?/s (McQuaid, 1994,
Freedman, 1986). In this model, the Prandtl number of the
mixture is also constant, Pr = 109.4.

In the second model, the dependence of the physical proper-
ties of LP 1846 on temperature are accounted for. For LP 1846,
the dynamic viscosity varies with temperature as (McQuaid,
1994; Freedman, 1986)

D
b=C =
# exp<T—'Tref>
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(12)

where T is the temperature in Kelvin, Ty = 164 K is a
reference temperature, while C = 0.16773cp and D = 502.52
K are constants. Unfortunately, the dependence of the thermal
conductivity on temperature is not known and only a single
value k (298 K) is reported (McQuaid, 1994; Freedman,
1986). However, since for most liquids the dynamic viscosity
decreases rapidly with increasing temperature with only small
variation in the thermal conductivity, this uncertainty is real-
istically overcome by treating the thermal conductivity as
temperature independent, and using the reported value at T
= 298 K. Since both the density and heat capacity of LP
1846 vary slightly with temperature, the thermal diffusivity
is consequently constant. Thus, the Prandtl number drops
appreciably with increasing temperature and it is desired to
analyze the impact of this variation.

Results of steady computations are summarized in Figs.
2(a)and 2(b), which show the wall temperature distribution
computed using the constant and variable-viscosity models,
respectively. The results reflect trends established for quasi-
one-dimensional flow. In particular, temperature predictions
exhibit a quadratic dependence on the injection velocity. Sig-
nificant heating of the mixture, with temperature increases
greater than 100 K, are predicted when the injection velocity
exceeds 200 m/s. Thus, for these injection scenarios, prema-
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Fig.2 Effect of inlet speed on the steady state wall temperature distribu-
tion for high-speed injection of LP 1846 at T, = 298°K: (a) constant viscos-
ity; (b) temperature-dependent viscosity. In both cases adiabatic wall
conditions are assumed.
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ture ignition of the mixture due to severe shear heating is
likely to occur.

The effect of temperature-dependent viscosity is analyzed
by comparing Figs. 2(a) and 2(b). The comparison shows
that for moderate injection speeds, U = 200 m/s, the predic-
tions of both models are very close to each other. At higher
injection speeds, large temperature variations induced by in-
tense shear heating of the mixture cause a significant devia-
tion between the predictions. The variable-viscosity model
predicts lower steady-state peak temperatures than the corre-
sponding constant-property simulation (Yuan and Prospe-
retti, 1996). The nature of this deviation is not surprising
since the viscosity decreases with increasing temperature,
resulting in a drop in the Prandt] number, Thus, by neglecting
the temperature dependence of the viscosity, the constant
property model yields more conservative estimates of shear
heating.

Results of the steady-state computations were compared
to predictions of unsteady simulations in order to check their
validity (Shi, 1996). A sample of this exercise is shown in
Fig. 3, which shows the evolution of the wall temperature
distribution for injection at U = 300 m/s, The figure shows
that the wall temperature exhibits a monotonic increase to-
wards a steady state which is reached well before the end of
the injection period. Specifically, for large times following
injection, ¢ = 2 ms, the wall temperature distribution in the
unsteady computation ceases to increase, and coincides with
the corresponding steady-state prediction (Fig. 2(a)). Thus,
both steady and unsteady codes yield the same peak tempera-
ture prediction. It is also interesting to note that the steady
and unsteady computations are performed with different grid
refinement levels. Thus, the agreement between the two cal-
culations also provides an indication that the predictions are
essentially independent of discretization parameters,

5.2 Effect of Wall Heat Transfer. The impact of wall
heat transfer on peak temperature predictions is also investi-
gated. We use a simplified model in which wall heat transfer is
taken into account through a prescribed heat transfer coefficient.
Thus, the simplified model ignores the thermal resistance of
finite thickness nozzle walls, and also ignores the associated
heat storage capacity which may play an important role during
the flow transient. The temperature of the nozzle surroundings
is assumed to coincide with the mixture’s inlet temperature.
High speed LP 1846 injection experiments are repeated for
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Fig. 3 Instantaneous wall temperature distribution for high-speed injec-

tion of LP 1846 with T, = 208 K and U = 300 m/s. The computations are
performed on a stretched grid with a = 8, N, = 201 points in the radial
direction, and N, = 801 points in the streamwise direction. Adiabatic wall
conditions are assumed.
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Fig. 4 Effect of wall heat transfer on the steady state peak temperature
distributions for LP 1846 injection at T, = 298°K and 0 = 100 m/s: (a)
constant viscosity; (b) temperature-dependent viscosity

different values of the heat transfer coefficient, A = 20, 100,
and 500 W/m?: K. These values are representative of free con-
vection in air, forced air cooling at low speed, and forced liquid
cooling at moderate speed (Burmeister, 1993; Incropera and
DeWitt, 1990).

Results are shown in Figs. (4)—(6), which, respectively,
show peak temperature distributions for LP 1846 injection at
U = 100, 200, and 300 m/s. As in the previous section, the
results of both constant property and temperature-dependent-
viscosity models are shown. Examination of these results re-
veals that:

1 For very high injection speed (I = 300 m/s), wall heat
transfer does not significantly reduce peak temperature predic-
tions even for high heat transfer coefficient. Thus, conventional
nozzle wall cooling means may not constitute an effective
means of minimizing the likelihood of mixture preignition.

2 For low heat transfer coefficient, # = 20 W/m?:K, the
computed peak temperatures are very close to those obtained
assuming adiabatic wall conditions. Accordingly, natural heat
losses are not expected to significantly affect peak temperature
predictions.

3 Large values of the heat transfer coefficient may appreciably
reduce peak temperatures whenever the injection velocity is not
extremely high. In these situations, forced cooling techniques
may be especially tailored in order to effectively minimize the
risk of mixture ignition.
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Fig.5 Effect of wall heat transfer on the steady state peak temperature
distributions for LP 1846 injection at T, = 298°K and J = 200 m/s: (a)
constant viscosity; (b) temperature-dependent viscosity

4 Comparison of constant viscosity and variable-viscosity re-
sults shows that when the injection speed is low, the predictions
of both models are very close. For higher injection speeds,
temperature increases are more substantial and the variable-
viscosity model yields smaller peak temperature predictions
than those obtained using constant-property simulations.

We finally note that when wall heat transfer is accounted for,
the peak temperature achieved at a given streamwise location
may not always coincide with the wall temperature. Generally,
as heat losses increase, the maximum temperature location
moves away from the wall into the thermal boundary layer.
Thus, unlike insulated wall conditions, the peak temperature
distributions plotted in Figs. (4) —(6) do not always correspond
to wall temperature distributions.

5.3 Effect of Inlet Temperature. Finally, the effect of
inlet temperature is investigated. We consider three injection
speeds, U = 100, 200, and 300 m/s, and assume adiabatic
nozzle wall conditions. Results of steady parabolized approxi-
mations are shown in Figs. 7(a)-7(c), which show wall tem-
perature distributions for three inlet temperatures; Ty = 278,
298, and 318 K.

For low injection speed, U = 100 m/s, the effects of
shear-induced heating are essentially similar for all inlet

62 / Vol. 120, FEBRUARY 1998

temperatures. For these injection characteristics, moderate
heating in the thermal boundary layer occurs, and the wall
temperature distributions for different cases appear to be
shifted vertically as the inlet temperature is varied. This
result is in agreement with previous observations, since the
temperature distribution and consequently the viscosity do
not exhibit large variations.

At higher injection speed, U = 200 m/s, variable viscosity
effects start becoming more pronounced. Figure 7(b) indi-
cates that shear heating of the mixture is more substantial
as the inlet temperature is decreased. Note that, for lower
inlet temperatures, the inlet viscosity of the mixture is
higher. Therefore, shear stresses and viscous dissipation are
also higher, leading to larger wall temperature increases.
This trend can also be interpreted in terms of our earlier
expectation that shear heating effects are more pronounced
for mixtures with higher Prandtl number. The present results
are consistent with this trend since the inlet Prandtl number
increases with decreasing temperature.

Another interesting observation is that, at high injection
velocities, all similarity between wall temperature distribu-
tions is lost as the inlet temperature is altered. This can be
clearly observed in Fig. 7(c¢) which shows that the peak
temperature developed at low injection temperature may
exceed that corresponding to higher inlet temperature. This
suggests that, for such extreme scenarios, preheating the
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Fig. 6 Effect of wall heat transfer on the steady state peak temperature
distributions for LP 1846 injection at ¥, = 298°K and U = 300 m/s: (a)
constant viscosity; (b) temperature-dependent viscosity
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Fig. 7 Effect of inlet temperature on the steady state peak temperature
distributions for. LP 1846 injection: (@) U = 100 m/s; (b) U = 200 m/s;
and {(¢) 0 = 300 m/s. A temperature-dependent viscosity is used, and
adiabatic wall conditions are assumed

propellant prior to injection may help reduce the peak mix-
ture temperature. Further examination of the origin of this
phenomenon (not shown) indicates that it is due to different
development of both the thermal and viscous boundary lay-
ers. Specifically, when intense shear heating of the mixture
occurs, both the structure and spatial evolution of the bound-
ary layer exhibit significant differences as the inlet tempera-
ture is varied.

Journal of Heat Transfer

Summary

Shear-induced heating of LP 1846 during high-speed in-
jection in an axisymmetric nozzle is analyzed numerically.
The numerical schemes are based on a finite-difference dis-
cretization of the vorticity transport and energy equations.
Steady and unsteady codes are applied to predict peak tem-
peratures of LP 1846 during high speed short-duration injec-
tion in a nozzle having 4 mm diameter and 2 cm length.
When adiabatic wall conditions are assumed, computed re-
sults reveal a quadratic dependence of the peak temperature
on injection velocity. Significant temperature increase, of
the order of 100 K or more, is predicted for injection veloci-
ties higher than 200 m/s.

Wall heat transfer, modeled in terms of a wall heat trans-
fer coefficient, is also analyzed. When the injection speed
is very high, wall heat transfer does not significantly reduce
peak temperature predictions even for high heat transfer
coefficient. In addition, for low heat transfer coefficient,
peak temperatures are close to those obtained assuming adi-
abatic wall conditions. On the other hand, large values of
the heat transfer coefficient may appreciably reduce peak
temperatures whenever the injection velocity is not ex-
tremely high.

The impact of a temperature-dependent viscosity is exam-
ined. Computed results show that for moderate injection
speeds the predictions of both constant and variable-viscos-
ity models are very close. However, for high injection
speeds peak temperatures obtained using a variable-viscos-
ity model are smaller than those obtained using constant-
property simulation. This effect is related to the decrease of
viscosity and Prandtl number with increasing temperature.
Variation of the mixture inlet temperature also affects tem-
perature predictions. In particular, it is found that shear
heating effects are more pronounced for smaller inlet tem-
perature, i.e., when the inlet Prandtl number is larger.
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Numerical Simulations of Heat
Transfer in Taylor-Couette Flow

Numerical simulations have been performed to study the effects of the gravitational
and the centrifugal potentials on the stability of heated, incompressible Taylor-
Couette flow. The flow is confined between two differentially heated, concentric cylin-
ders, and the inner cylinder is allowed to rotate. The Navier-Stokes equations and
the coupled energy equation are solved using a spectral method. To validate the
code, comparisons are made with existing linear stability analysis and with experi-
ments. The code is used to calculate the local and average heat transfer coefficients
for a fixed Reynolds number (Re = 100) and a range of Grashof numbers. The
investigation is primarily restricted to radius ratios 0.5 and 0.7 for fluids with Prandt]
number of about 0.7. The variation of the local coefficients of heat transfer on the
cylinder surface is investigated, and maps showing different stable states of the flow
are presented. Results are also presented in terms of the equivalent conductivity, and
show that heat transfer decreases with Grashof number in axisymmetric Taylor vortex
Sflow regime, and increases with Grashof number after the flow becomes nonaxisymme-
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Introduction

Since the publication of the classic experimental and analyti-
cal paper by Taylor (1923), numerous studies on the transitions
in circular Couette flow have been made. The flow undergoes
a series of transitions (Coles, 1965; Brandstater and Swinney,
1987) before it becomes fully turbulent at very high rotational
rates of the inner cylinder. The flow becomes even more com-
plex if either radial heating or superimposed axial flow (Shih
and Hunt, 1992) are present or if the cylinders are eccentrically
oriented. The effects of a radial temperature gradient on the
stability of Taylor-Couette flows has been the subject of consid-
erable investigation (Ali and Weidman, 1990; Chen and Kuo,
1990). The primary application of this research is in the cooling
of electrical motor shafts and turbine rotors (Lee and Minko-
wycz, 1989). Other applications include modeling of atmo-
spheric flows (Greenspan, 1968) and techniques of chemical
vapor deposition (CVD) used in semiconductor device fabrica-
tion (Singer, 1984).

In Boiling Water Reactor (BWR) power plants, high speed

pumps are used to transport water at high pressure and tempera-
ture. Over the past decade, maintenance inspections have re-
vealed cracks up to 6 mm deep on both the shafts and the shaft
covers of such pumps; these cracks arise after approximately
20,000 to 30,000 hours of operation (Kato et al., 1992; Gopalak-
rishnan et al., 1992). In extreme instances, these cracks actually
cause pumps to fail. The manufacturers and operators of the
pumps have surmised that the cracking is due to thermal loading
caused by an unsteady flow. Some preliminary work in this area
has shown that these cracks could be initiated by low-frequency,
high-amplitude temperature fluctuations. To predict thermal fa-
tigue in these pumps, a thermal stress analysis would require
information about the frequencies and amplitudes of the thermal
environment. A focus of this work is to obtain such frequency
and amplitude information for the model.

Previous investigations of heated Taylor-Couette flows in-
clude theory, experiment, and numerical analysis. There are a
number of parameters in this problem; among them are the
Reynolds number (Re = wr;b/v) and the Grashof number (Gr
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HEeAT TRANSFER and presented at *97 NHTC, Baltimore, Manuscript received by
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nical Editor: R. W. Douglass.

Journal of Heat Transfer

Copyright © 1998 by ASME

= gB(T, — T,)b*/v?). Typically in an experiment, the Reyn-
olds number is increased by increasing the angular velocity of
the inner cylinder, and the Grashof number is increased by
increasing the temperature difference between the inner and the
outer cylinders. As these two parameters are varied, the flow
changes from one state to another, and there is a subsequent
change in momentum and heat transfer characteristics. There is
a need to understand these transitions and document the trans-
port properties. ’

Theoretical investigations include stability analyses for these
flows. For high Reynolds number, previous work in this area
neglected gravity and showed that the Taylor cells are stabilized
when T, > T, and destabilized when T, > T,. Roesner (1978)
included the effect of gravity through the Boussinesq approxi-
mation (Gray and Giorgini, 1976) but only considered axisym-
metric disturbances. This work showed that isothermal Taylor
cells are stabilized by both negative and positive radial heating,
and the stability boundaries revealed perfect symmetry with
respect to the direction of radial heating. Ali and Weidman
(1990) tested stability with respect to both toroidal and helical
disturbances of uniform wavenumber. They found that the num-
ber of critical modes increased dramatically for large radius
ratio. Chen and Kuo (1990) took into account the effects of
both centrifugal and gravitational potential on the axisymmetric
stability problem. They concluded that the stability boundary
depended on the ratio of the centrifugal and the gravitational
potentials, the Prandtl number, and the Grashof number.

An experimental study was performed by Kataoka et al.
(1977) with the aid of an electrochemical technique under the
assumption of analogy between heat and mass transfer. They
reported that the regular sinusoidal variation of Sherwood num-
ber (Sh) is distorted by an added axial flow and both the mean
and the amplitude are greatly reduced. Ball and co-workers
(1989) performed a parametric study of the mean heat transfer
rates across the annular gap for three different radius ratios.
Their results show that the heat transfer can be described by a
power-law relationship and correlated as functions of the Reyn-
olds number and radius ratio.

Numerical simulations for axisymmetric, isothermal Taylor-
Couette flow have been performed by Meyer (1967), using a
finite difference technique. Moser et al. (1983) used a spectral
method for solving the incompressible Navier-Stokes equations
between concentric cylinders. In the present study, their method
is extended to solve both the heat equation and the equations

FEBRUARY 1998, Vol. 120 / 65

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


mailto:hunt@cco.caltech.edu

Fig. 1 Flow geometry and boundary conditions

of motion, which are coupled through the centrifugal and gravi-
tational potentials. The effects of buoyancy on bifurcation in
small-to-moderate aspect ratio Taylor-Couette systems have
been studied numerically by Ball and Farouk (1987, 1988).

When the centrifugal acceleration is of the same order as the
acceleration due to gravity, the density variation of the fluid
becomes important for instabilities that are primarily centrifu-
gal. The effect of this density variation is also accounted for in
the centrifugal term. Therefore, the present study examines the
interaction of gravity and centrifugal potentials with the radial
temperature gradient. The simulations reported here are moti-
vated by the need to characterize the thermal environment that
is encountered during chaotic and fully turbulent flows.

Numerical Method

A sketch of the flow configuration in (7, 6, z) cylindrical
coordinates is shown in Fig. 1. The radii of the inner and the

@

O

OO0
OO0

!
|
|
[
|
|
|
|
[
[
|
|
[
!

|
|
|
|
|
|
|
|
|
|
]
|
|
[
|

-

Fig. 2 Schematic of isothermal Taylor cells
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outer cylinders are r; and r,, respectively, and the radius ratio
is 7. The inner cylinder rotates with a constant angular velocity
w about the vertical z-axis, while the outer cylinder is stationary.
The two cylinders are at different uniform temperatures. The
temperature of the inner cylinder is T, and that of the outer one
is T,. Gravity acts in the negative z-direction. The centrifugal
force is parallel to the mean temperature gradient. The tempera-
ture difference can be assumed to be sufficiently small such
that the density is treated as a constant everywhere in the Na-
vier-Stokes equations with the exception of the gravitational (z-
momentum equation) and the centrifugal (#-momentum equa-
tion) terms, i.e., the Boussinesq approximation is applied. All
other fluid properties are assumed to be independent of tempera-
ture. The flow is axially periodic (i.e., infinite aspect ratio) and
no slip boundary conditions are used at the inner and the outer
cylinders. Figure 2 shows schematically the familiar axisymme-
tric counter-rotating isothermal Taylor cells. Without heating,
the Taylor cells are of uniform size. The axial distance between
a pair of Taylor cells is defined as axial wavelength (\) and b
is the gap width. The axial wavelength is normalized by the
gap width to define L,.

Nomenclature

A = acceleration ratio, w?r;/g
b = gap width, (r, — r;) [m]
C = Courant number
C, = bulk concentration [mol/m?]
C,, = concentration at the outer cylinder
surface [mol/m?]
¢ = nondimensional wave speed

D = mass diffusivity of the fluid [m?/ sure

s] Pr = Prandtl number, v/«
g = heat flux on the outer cylinder
Re = Reynolds number, wr;b/v
Re,;; = critical Reynolds number for the
onset of Taylor vortex flow
r, 8, z = cylindrical coordinates
v #; = inner cylinder radius [ m]
r, = outer cylinder radius [m]
Sc¢ = Schmidt number, v/D
Sh = Sherwood number, 2mb/D
T = nondimensional temperature
T, = inner cylinder temperature [K]
T, = outer cylinder temperature [K]
T, = bulk temperature [K]
T, = dimensionless reference tem-

f = frequency of heat transfer coeffi-
cient fluctuation [1/s]
Je = inner cylinder frequency [1/s]
G = torque [N — m]
Gr = Ggashof number, g B(T, — T,)b3/

g = acceleration due to gravity [m/s?]
h = local heat transfer coefficient, ¢/
(T, — Tp) [W/m*K]
hg .7 = spatially and temporally averaged
heat transfer coefficient [W/m*K]
K., = mean equivalent conductivity,
v In(1/nYhs o/ k
k = thermal conductivity of the fluid
[W/mK]
L, = normalized axial wavelength, \/b

perature
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m = local mass transfer coefficient,
NI(Cy = C,) [m/s]
N = mass flux on the outer cylinder
[mol/m?s]
Nu = Nusselt number, 2hb/k
n = number of starts, 27r, tan U/L,
P = nondimensional dynamic pres-

u,, Ug, 4, = nondimensional velocity
component in cylindrical
coordinate system

w = inner cylinder angular ve-
locity [1/s]
o = density of the fluid [kg/
m?]
v = kinematic viscosity of the
fluid [m?/s]
a = thermal diffusivity of the
fluid [m?/s]
£ = thermal expansion coef-
ficient of the fluid [1/K]
B* = B(T, — T2)
M = wavelength of a pair of
vortices [ m]
n = radius ratio, r;/r,
¥ = the angle of inclination of
_the cell from the hori-
zontal
At = nondimensional time step
of integration
Ar, A6, Az = grid spacing in the radial,
circumferential, and axial
directions
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The equations are made dimensionless by scaling lengths
with b, time with b/wr;, velocity with wr;, and temperature
with (T, — T,), after subtracting the outer cylinder temperature
and dynamic pressure with w?r 7. The nondimensional equations
governing the flow for the nondimensional velocity components
(u,, ug, 4, ), nondimensional dynamic pressure P and nondimen-
sional temperature T (in rotational form) follow.

Continuity.
Ou, u. 10uy Ou,
Dty 2B T 1
or r r 06 0z ()
Momentum.
Ouy g OUy Oy Uy Ouy
o  r 00 oz “or or
—-pr Ty - 2
r or
1 l%_i%_lazu“’ %_62% (2)
Re \r2 06> r208 r080r 62> 0Ordz
Ouy Wy o, Oy ur Oy O Dup - 10P
ot r "o r 08 r 08 © Oz r 00
O (10w O 10
Re\r 0r r* 0r* 206
1 8% 1 &%u 8%u,
____'___Z+_ 3
rorod r 8200 822) ()
Ou, _, Ou O Uy Ou  Oug_ _OP
o oz or r a8 oz oz
L la_uz__la_u".__crﬂur+82uz+l@_la2u9>
Re\r dr r 8z Ordz O r* 06> r 0200
Gr —
+—(T-T,) (4
Rez( A CY

with (u,, ug, u,) = (0, 1, 0)
at the nondimensional inner radius, n/(1 — n)
and (uro Ug, uz) = (01 Oa O)

at the nondimensional outer radius, /(1 — )

Energy.

iT+u6_T+@8_T+uQ'

ot " Or r 00 9z
(o o Ty
PrRe \r 8r O0r* r*90% 087°

with 7 = 1 at the nondimensional inner radius, /(1 — n)
and T = 0 at the nondimensional outer radius, 1/(1 — 1)

Geometric parameters include 1 and L,. Another useful parame-
ter is the acceleration ratio, A = w?r;/g, which is the ratio of
the centrifugal to gravitational accelerations. It can be derived
from the independent parameters (A = Re’8*[1/n ~ 1]/Gr).

The three-dimensional incompressible equations of motion,
together with the energy equation, are discretized using a Cheb-
yshev/Fourier spectral method. Writing the solution V, and T,
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as a truncated series expansion, using trial functions as basis
functions,

L
V(r, 8,2, 1) = X 2 %, aju(Du(r; Ko, K)e™ ™ (6)

Ky K, 1=0

L
Tx(r9 0’ Z, t) it 2 z 2 yj:rzl(t)Tl(r; K97 Kz)eikﬂee”{zza (7)

Ky K, 1=0

where K, and K, are the wave numbers, and L is the number
of modes in the r-direction. The expansion coefficients are
given by @, (2) and v;.,(2); w(r; Kp, K,) and 7,(r; Ky, K,)
are the r-trial functions for the velocity and the temperature
fields. This method uses spectral expansions that inherently sat-
isfy the boundary conditions and Eq. (1) (Moser et al., 1983).
Fourier series expansions are used in the z-direction and 6-
direction, and modified Chebyshev polynomials are used in the
r-direction. The equations of motion and the energy equation
are coupled, but the method yields banded matrices, which can
be efficiently solved at each time step. The viscous term is
treated implicitly (Crank-Nicholson), whereas an explicit (Ad-
ams-Bashforth) scheme is used for the convective terms. The
nonlinear terms act as a forcing term to the implicit part of the
calculation and are computed using the pseudospectral ( colloca-
tion) technique on a grid dense enough to eliminate aliasing
by the 3/2 rule (Canuto et al., 1988). The calculations were
performed using 32 Fourier modes each in z and 6-directions
and Chebyshev polynomials through thirty-first degree in the
r-direction. A nondimensional time step (Ar) of 0.05 was used
in all the computations, which yielded a maximum Courant
number of 0.75, where the Courant number C is defined as

> . (8)

To establish convergence, a series of higher resolution simula-
tions (64*) with a smaller time step were performed. The three
components of velocity and the temperature were monitored at
the same physical location as for the coarser resolution. The
two gave an identical time trace which proved the adequacy of
the coarser (32°) simulation. Full details of the numerical
scheme are given in Kedia (1997).

Ug
rAg

U,

U, .
Az

C= 7rAt(
Ar

Results and Discussion

Comparison With Linear Stability Theory. The accuracy
of the code was checked by comparing it with a linear stability
analysis (Chen et al,, 1990) for n = 0.9, L, = 2.007, and Pr =
0.71. Chen and Kuo (1990) investigated the interaction of a
radial temperature gradient with both gravity and centrifugal
potentials. Their linear stability analysis showed that the critical
Reynolds number depended on the ratio of the centrifugal and
gravitational potentials, the Prandtl number, and the Grashof
number. The results are summarized in Table I. Case (1) and
(2) refer to constant density simulations (8* = 0) and case (3)
and (4) refer to simulations where density is allowed to depend
on temperature. To check for the critical Reynolds number,
perturbations are introduced in the simulation. If the perturba-
tions decay in time (with the flow returning to the steady base
flow), then the flow is stable. Otherwise, the flow is unstable.
The error margin for critical Reynolds number (case 1) indi-
cates that the disturbances died down for Re = 132.2 and grew
into Taylor cells for Re = 132.6. The error margin for wave
speed is based on the time step. The critical Reynolds number
(Re.;) for the onset of Taylor cells, and the computed wave
speed (¢) agree very well with the linear stability theory.

Comparison With Experiments. The code is also com-
pared with experimental results. One of the results from Kataoka
et al. (1977) is replotted in Fig. 3 (symbols). In their experi-
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Table 1 Comparison with linear stability theory

Caseft Stability Analysis Simulation .
7=0.9 of Chen and Kuo
L,=2.007 {1990)
Pr=0.71
1
Gr=200
B*=0
Recrit 132.39 132.4+0.2
¢ 0.00142 0.001420.00001
2
Gr=-200
p*=0
Recrit 132.39 132.4:0.2
¢ ~0.00142 —0.00142:0.00001
(3)
Gr=200
6*=0.133
Recrit 134.91 134.84+0.2
¢ 0.00130 0.00131::0.00001
()
Gr=-200
B*=-0.138
Reerit 129.96 130.0+0.2
e —0.00153 —0.00152::0.00001

ment, they measured the local coefficient of mass transfer on
the outer cylinder. The Schmidt and Grashof numbers are not
given in the paper, but are estimated to be of order 10° and
100, respectively (an approximate estimation was made from
the range of values of v, CuSO, molarity and wt% of Glycerin).
The figure also shows (solid lines) the numerical results for the
local Nusselt numbers obtained for the numerical simulation
for the same 7 and L,, but for Pr = 0.71. The axial wavelengths
imposed in the simulation results shown in Fig. 3 are taken
from the experiments of Kataoka et al. For Gr ~ 100, the
effect of natural convection is small, and the flow state remains
axisymmetric; hence, in the heat transfer calculations, the Gras-
hof number is taken to be zero. The local heat transfer coeffi-
cient is based on the temperature difference between the bulk
of the fluid and the outer cylinder. The comparison between the
mass transfer experiments and the heat transfer calculations
show reasonable agreement. Some of the differences may be
due to the assumption of Sc and Gr numbers. The simulations
show that the adjacent Taylor cells are of equal size for Gr =
0. However, the relative size of Taylor cells varies with the
increase in the differential heating of the two concentric cylin-
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o Re=110, Lz=1.88
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Fig.3 Variation of heat (present simulation) and mass transfer (Kataoka
et al., 1977) on the outer cylinder for n = 0.617

ders. The slight difference in the relative size of Taylor cells is
also seen in Fig. 3 from the experimental values of Kataoka et
al. (1977). This difference is probably due to small Grashof
number (based on mass transfer) effects. Note that the exponent
has a value of 0.375, which was chosen to bring the results
closer together. If the exponent is 0.333 (as used in the experi-
ments), the values from the simulations were found to be
smaller than the experimental values. The simulation can not
be run for a very high Pr because the energy equation becomes
stiff.

The second set of experiments used to validate the code is
from the heat transfer experiments of Ball et al. (1989). In this
experiment, the walls were maintained at uniform temperatures.
The inner cylinder was heated by a cartridge heater and the
outer cylinder was cooled by passing an ethylene glycol-water
mixture through a flexible plastic hose coiled around it. The
mean equivalent conductivity, K,,, is defined as the ratio of the
average convective heat transfer coefficient (hz,7) to the heat
transfer coefficient for pure conduction. The average convective
heat transfer coefficient is based on the temperature difference
between the inner and the outer cylinders. In Fig. 4, K,, is
plotted versus Re? for n = 0.565, L, = 1.991, Gr = 1900, and

t Conducn!\\/’lty, Keq "
[4)] (=}

n
o

Mean Equivalen
[3;]

TR |

10°

Il i 1

—
o

Re?

Fig. 4 Variation of heat transfer rate with Re? for 5 = 0.565, L, = 1.991,
Gr = 1900, and g* = 0.053
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Fig. 5 Variation of mean equivalent conductivity with L, for n = 0.5, Re
= 100, Gr = 1700, and * = 0.0128

B* = 0.053. The normalized wavelength of approximately 1.991
is the critical wavelength corresponding to the critical Reynolds
number for a radius ratio of 0.565, as given by the linear stability
analysis. It is assumed that the axial wavelength remains fairly
constant in the range of Reynolds number studied here, and this
critical wavelength is chosen as the axial period of the flow,
The result shows a power law behavior, which has a lower
coefficient and a higher exponent than the result presented by
Ball et al. This discrepancy arises because of the variation of
axial wavelength with axial distance resulting from the thermal
conditions at the ends of the experimental apparatus. The simpli-
fying assumption of no axial temperature gradient could be
another source of discrepancy between the experiment and the
numerics. The simulations also show that for Gr = 1900, as the
Reynolds number is varied, the relative size of the adjacent
counter-rotating Taylor cells change. This agrees qualitatively
with the flow visualization studies of Ball et al. (1989).

Figure 5 shows that the heat transfer results are very sensitive
to the imposed axial wavelength. Plotted is the variation of the
calculated K,, with L,. The same average heat transfer coeffi-
cient can be achieved by two different wavelengths, one below
the isothermal critical value (L, = 1.988), and the other above
it. A similar result was shown by Meyer (1967) in numerical
calculations of torque. The author concluded that the experimen-
tally observed torque is somewhat lower than the numerical
torque; it is speculated that the same is true for the heat transfer
as well.

Flow States for Varying Gr. Apart from calculating the
local and the average heat transfer coefficients, it is important
to know how the flow evolves from one state to another as Gr
is varied. Figure 6 presents a map of different stable states in
the flow for a fixed Reynolds number and different Gr. The
circular Couette flow was the base flow, and the steady-state
conduction field was the base temperature field. A random dis-
turbance of magnitude one percent of the velocity of the inner
cylinder was introduced to the laminar state (circular Couette
flow) and allowed to grow into Taylor vortices. Reynolds num-
ber was slowly increased (in steps of 5) to achieve the desired
Reynolds number. The result with the lower Reynolds number
was used as initial condition for the next higher Reynolds num-
ber. Once the desired Reynolds number was reached, another
random disturbance of magnitude one percent of the tempera-
ture difference between the two cylinders was imposed on the
temperature initial condition in order to trigger transitions. For
low |Gr|, axisymmetric Taylor Vortex Flow (TVF) is the stable
state. Outside this range, n = 1 stripes are formed. Figure 7
shows a schematic of spiral flows for » = 1 and n = 2. These
spirals move an axial distance of nL, for one rotation around
the inner cylinder. The flow becomes aperiodic for higher Gr.
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ig. 6 Map showing different stable states present in the flow for =
5, L, = 1.988, Re = 100, Pr = 0.7, and A = 0.1285
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Similar stripes were also seen in the flow visualization experi-
ments of Snyder and Karlsson (1964) and Ball et al. (1989).
Stripes of larger inclination angle, up to n = 6, were observed
by Snyder and co-workers for higher heating in a small annulus
(n = 0.957). Higher spiral modes are formed for narrower gaps
(Ali et al., 1990).

Increasing Gr decreases the heat transfer coefficient (K,,)
within the axisymmetric TVF regime. The increase in the axial
velocity as a result of increasing Gr not only delays the onset
of Taylor vortices but also causes a damping effect on the heat
transfer. A similar effect of decreasing of the average Sherwood
number by an added axial flow was also observed by Kataoka
et al. The mean equivalent conductivity, K,,, increases signifi-
cantly with the formation of n = 1 spiral flow, and it continues
to increase with Gr until the flow becomes aperiodic with a
subsequent decrease in K., near Gr = =2400. The map is nearly
symmetric about the Gr = 0 axis.

A similar map is shown for = 0.7 in Fig. 8. Again, axisym-
metric Taylor vortex flow is seen for low |Gr|, but the n = 1
spiral flow is formed for a broader negative range of Gr and
for a narrower positive Gr. The n = 2 spiral flow is formed for
higher negative Gr, and is not formed for positive Gr. The flow
becomes aperiodic outside this range. The heat transfer has
similar effects as for n = 0.5 (Fig. 6) in the TVF regime.
However, instead of K,, increasing monotonically in the n = 1
spiral flow regime, it attains a maximum for both positive and

n=1 Spiral Flow
! /
0 /
0 2n
Lz /
0 /

0 2n

n=2 Spiral Flow

Fig. 7 Schematic of spiral flows
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Fig. 8 Map showing different stable states present in the flow for n =
0.7, L, = 2.001, Re = 100, Pr = 0.7, and A = 0.67

negative Grashof numbers. A significant increase in K, is ob-
served with the formation of n = 2 spiral flow, and X, increases
with further increase in Gr in this regime of flow. This map is
not symmetrical about the Gr = 0 axis. The asymmetry grows
with the increase in the value of A. The onset of spirals correlate
with both |Gr/Re?| and A. For higher A, the spirals start at
lower |Gr/Re?|.

The choice of L, to determine the flow states (Figs. 6 and
8) was based on previously published linear stability analyses
(DiPrima and Swinney, 1981). At the outset, it was unclear
whether the flow states (n = 1 spiral, n = 2 spiral, or aperiodic)
would be sensitive to the imposed axial wavelength, L. How-
ever, numerical experiments showed that the flow states were
invariant as L, was varied by as much as 50 percent, despite
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Fig. 9 Variation of heat transfer on the outer cylinder for n = 0.7, L, =
2,001, Re = 100, Pr = 0.7, and Gr = 1700
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Fig. 10 Radial velocity contours at the mid radial section of the two
cylinders for n = 0.7, L, = 2.001, Re = 100, Pr = 0.7, and Gr = —1700
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2.001, Re = 100, Pr = 0.7, and Gr = —2100

ur
0114506
% 0.0958553
4 0.0772048
0.0585544
0035604
0.0212535
0.0026031
-0.0160473
-0.0346978
-0.0533482

Fig. 12 Radial velocity contours at the mid-radial section of the two
cylinders for y = 0.7, L, = 2.001, Re = 100, Pr = 0.7, and Gr = —2100

the fact that K, varied by as much as 6 percent (see Fig. 5). The
results presented here are all based on the critical wavelength
for L,.

The variation of heat transfer as a function of z and @ is
shown in Fig. 9 (Gr = —1700, n = 2 spiral flow) and Fig. 11
(Gr = —2100, aperiodic flow). For Gr = —1700 the variation
is sinusoidal in both z and 6. For Gr = —2100, the Nusselt
number varies with z and # in a more complicated way. The
radial velocity contours corresponding to Figs. 9 and 11 are
plotted in Figs. 10 and 12, respectively. For Gr = —1700 the
two stripes are clearly evident, while for Gr = —2100 the flow
is wavy and there is no single dominant frequency.

Finally, the frequencies and the amplitudes of local fluctua-
tions of heat transfer coefficient (k) present in the flow are
shown in Fig. 13. The frequency is normalized by the rotation
frequency of the inner cylinder and the amplitude is normalized
by the spatially and temporally averaged heat transfer coeffi-
cient. The figure shows that f/f, =~ 0.35 for n = 1 and the
amplitude of local fluctuations of heat transfer is about 95 per-
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cent of hg,;. The above information of the frequency and the
amplitude of local fluctuations of heat transfer is required as
boundary conditions for thermal stress analysis of the shaft and
cover of BWR pumps. With the assumption that the frequency
fluctuation is about 10 to 100 percent of rotating speeds, the
predictive models ( Gopalakrishnan et al., 1992) revealed crack
depths which were comparable to field observations for the
shaft and cover.

Conclusion

Heat transfer in an incompressible, three-dimensional Taylor-
Couette flow with a rotating inner cylinder has been numerically
investigated to study the interaction of gravity and centrifugal
potentials with the radial temperature gradient. Calculation of
critical Reynolds number and. wave speed obtained from these
simulations agree well with linear stability theory. For a certain
range of Gr, the spatial variation of heat transfer on the inner
and the outer cylinder is sinusoidal, and the magnitude of the
Nusselt number increases with Reynolds number. The space
and time averaged heat transfer from the inner to the outer
cylinder is reported and is found to be sensitive to the imposed
axial wavelength. The average heat transfer decreases with in-
creased heating in the axisymmetric TVF regime. The equiva-
lent conductivity increases significantly with the formation of
higher order spirals. When the centrifugal acceleration becomes
of the same order of magnitude as the acceleration due to gravity
(A == 1), higher mode spirals are formed when the outer cylin-
der is heated. Hence, the thermal environment present in the
flow may be the cause for thermal stress fatigue in primary-
loop recirculation pumps in BWR power plants. The results
also show that when the flow is within the spiral flow regime
(with either n = 1 or n = 2), the heat flux to the surface of
the shaft is periodic with a period that is at frequencies of
approximately 35 percent (n = 1) and 74 percent (n = 2) of

Journal of Heat Transfer

the rotational frequency of the shaft. The local variation of the
heat flux to the surface may be as much as 95 percent of the
average.
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of Reynolds and Prandtl numbers has been developed based on the asymptotic expan-
sion for Pr — « for the forced heat convection from a circular cylinder. For large
Prandtl numbers, the boundary layer theory for the energy equation is applied and
compared with the numerical solutions of the full Navier Stokes equations for the
Sflow field and energy equation. It is shown that the two-terms asymptotic approxima-

tion can be used to calculate the Nusselt number even for Prandtl numbers of order
unity to a high degree of accuracy. The formulas for coefficients Wy and W; are

provided.

1 Introduction

Pure forced convection about a single circular cylinder of
uniform temperature suspended in an infinite fluid medium has
been studied both experimentally and analytically for several
decades and, more recently, numerical techniques have been
applied. Applying Oseen’s approximation to the energy equa-
tion, Cole and Roshko (1954) were the first who computed
the heat transfer from a circular cylinder. The solution for the
temperature field was obtained in terms of an infinite series
of modified Bessel and trigonometric functions. Based on this
solution, they calculated the total heat transfer. For the case of
small Peclet numbers (the product of Reynolds and Prandtl
numbers) they obtained

Nu = In~' (4/y Re Pr). ()

The same technique was employed by Illingworth (1963) who
_ obtained the next term in this expansion.

Also employing Oseen’s approximation, Wood (1968) ap-
plied it to the momentum equations and obtained the next order
terms in the velocity field. Taking into account these higher-
order terms in the velocity field, he obtained a two-terms expan-
sion for the Nusselt number using modified Bessel functions.

Hieber and Gebhart (1968) treated the circular cylinder via
the method of matched asymptotic expansion and considered
two limiting cases. In the first one, when Pr is fixed and Re —
0, they obtained the expression

Nu = [l — a3(Pr) In 2 (4/y Re Pr)] In"' (4/7y Re Pr). (2)

In the second case they considered the limit Pr = Re™, (0
< a < 1), Re = 0. For different Reynolds numbers and for a
large fixed Prandtl number, the parameter « can be determined
as a = In (Pr)/In(1/Re). The two-terms expression for the
Nusselt number was

Nu = {1 = bs(a) In"2{4/y(1 — &) Re Pr]}
X In"'[4/y(} — a)Re Pr], (3)

where bs(a) = (1 — 2a) In 2 + (1/2 — In ¥)(1 — a) +
In (1 —a)+ (1 + 1n(y/2)).

Employing the method of joining the circumferential average
temperature in the concentric layer around the cylinder gov-
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erned mainly by conduction to that in the wake governed mainly
by convection, Nakai and Okazaki (1975) obtained the follow-
ing formula:

Nu = (1 — In (Re Pr))7!, 4)

which, taking into account that In 4/y = 0.809, is very close
to Eq. (1). Additional references and correlation formulae can
be found in Morgan (1975).

For different values of Prandtl number, Dennis et al. (1968)
performed calculations of full Navier-Stokes and energy equa-
tions, obtaining accurate results in good agreement with experi-
ments conducted by Collis and Williams (1959), ascertaining
that discrepancies with the previous theoretical works was due
to the improper flow field assumptions.

In the present work, we treat the circular cylinder at Reynolds
numbers ranging from much smaller than one to values close
to the critical Reynolds number, when the flow is attached to
the cylinder and the recirculation region does not appear yet.
First of all, the case of large Prandtl numbers is under consider-
ation, and the boundary layer approximation for the energy
equation is adopted. Then, the asymptotic formula so obtained
is applied to the case when the Prandtl numbers are of order
unity and compared with the results of the numerical calculation
of the complete equations. It is found that the two-terms asymp-
totic formula is applicable, even for Prandtl numbers as low as
order unity, in a wide range of Reynolds numbers (before the
appearance of the recirculation region) with high accuracy.

2 Problem Statement

We consider the case of a steady flow in the x-axis direction
around a horizontal circular wire of radius g and temperature
T.,. The undisturbed flow is taken to have uniform velocity UL,
and temperature 7., and the fluid is considered to be incompress-
ible, viscous dissipation is neglected, and transport properties
are taken as constant.

Taking the scales for coordinates and velocity components
as v/U. and U., respectively, and defining 6 = (T — T.)/
(T, — T.) as the nondimensional temperature rise, the govern-
ing equations take, in cylindrical coordinates (r, @), the nondi-
mensional form

Ow 4 Ow

U’E r Oy

v,%+%ﬁ=iA6,
or rdp Pr

(5)

(6)
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where v, = 'Y, and v, = —¢,. The nondimensional radius
of the wire aU./v, is equal to the Reynolds number, Re, of the
flow. For the boundary conditions, we shall impose that v, =
—cos p, v, =sinp, @ =0atr—>candv, =v,=0,6 =1at
r = Re.

The Nusselt number, defined as Nu = ¢/27k(T,, — T.), can be
written in terms of the dimensionless variables defined above as

1 {"( o8
Nu=-—=- —
" T Jo <r6r>

3 The Case of Small Reynolds Number, Re < 1

The small Reynolds number flow in the vicinity of the cylin-
der can be described by the asymptotic Stokes solution (see
Van-Dyke 1975), which for the stream function takes the form

Inr 1

Re\? }
= —r{l _lnRe+2lnRe<1 B <_r—) )}s1n<p. (8)

This solution is valid for Re = r = 0(1), Re < 1.
Employing a transformation r = Re # with # = O(1) for the
inner region, it is obtained that
L 00 _1(8% 108 15\
of ¥ Op o \8Fr FOF FPop?)’

(D

deo.

r=Re

where ¢ = Pr Re/In (1/Re) is the effective Peclet number, and
D, ={-InF+ (1 - F"%)/2} cos p,

b, = {1+1In#F—(1+72)/2} sin ¢. (10)

3.1 The Boundary Layer Approximation, o > 1. For
large values of o, the boundary layer approximation for (9)—
(10) was adopted. Introducing the variable z = o'3(# — 1),
the temperature distribution has been found as an expansion in
the form 8 = 6y + o ~'*0,+, where for 0 < ¢ < mrand 0 < z
< o9, § and 6, satisty, the equations

. 9, 0% '
Zzsmcp%j= 8zz°+z2cos<p68—ez° (1)
2
2zsin<,05—'= 66102] + z% cos p —
+<4zzqm<p———§z1 %—ezo+%%—)>. (12)

The Nusselt number is given by

(13)

Nu=we+w +...,

where wy = — 7~ f;r (86,/02)|,~edp and wy = — ™! f;r (68,/

9z) |, =od .

The parabolic Eqs. (11)—(12) were solved numerically, for §,
=p=7m-—§withd <1, <1and0 = z = z,,, using a finite
difference method with uniform grid in both ¢ and z, marching in
@ with initial conditions obtained by solving (11)—(12) for ¢ =
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Fig. 1 Nusselt number as a function of o, Stokes flow field (8); circles—
calculation of full heat transport equation {6); solid line—boundary layer
theory (13)

0. The values of §; and 6, were varied between 1072 and 107 to
insure solution independence on these parameters. The value of
Zmax Was varied between 5 and 10 and no variation in the solution
was observed. To test the grid independence, calculations were
carried out using 1000 X 1000, 5000 x 5000, and 10,000 X
10,000 grids, and negligible differences were found. Using the
finest grid, the values of w, and w; were found to be 0.579 +
0.001 and 0.0917 = 0.0001, respectively. The formula (13) for
the Nusselt number is shown in Fig. 1 by a solid line. For the
case of water, Pr = 6.82; Eq. (13) is plotted in Fig. 4 by a solid
line 2. One can see that it has a more satisfactory overall behavior
when the Reynolds number is less than 107'%, lying closer to the
solid line 3, which represents the results of the calculation of the
full equations (5)—(6). For Re < 1, the asymptotic limit of all
results converge in a unique curve, except for (13), but for 1077
< Re < 107! the agreement is good. It fails to give an accurate
solution for Re = O(1) when the Stokes approximation (8) for
the flow field is not valid.

3.2 TheCaseo =0(1). WhenRePr=loro = 0O(1),
the problem in (9) - (10) was solved numerically using a sec-
ond-order finite-difference method. To obtain the temperature
distribution, the unsteady form of (9) was used, after writing
the equation in terms of = In #, in the domain 0 = ¢ = 7
and 1 = # =< fr,. We considered that the stationary distribution
had been reached when max;;|6;; — 6;;| < 107, where 6 and
# are the values of the temperature at the current and previous
time levels with At = 0.01. The typical grid size was 101 X
101, A = 102, To test the grid independence, calculations
were carried out using 131 X 131 and 151 X 151 grid. The
domain size, #n., was also varied from 102 to 10° to insure
that its influence on the solution is negligible.

a = radius of the cylinder
Nu = Nusselt number based on a
Pr = Prandt] number
g = total heat transfer per unit length
r = radial coordinate
Re = Reynolds number based on a
T = temperature
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U = dimensional velocity

v = velocity component

z = boundary layer variable

v = Euler’s constant, In y = 0.577 ... o
k = thermal conductivity w
v = kinematic viscosity £

0 = nondimensional temperature
¥ = stream function

¢ = azimuthal coordinate

= Re Pr/In (1/Re)

vorticity

10g1o (Re)
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Fig. 2 Nusselt number for Reynolds number of order unity: solid line—
full Navier-Stokes and energy equations; circles-~boundary layer theory
for the energy equation; dashed line-—correlation formula (16}, (18), and
(19) for Re = 3

The calculated Nusselt numbers as a function of ¢ are shown
in Fig. 1 by circles. The result, which could hardly be expected
beforehand, is that the two terms asymptotic formula (13),
plotted as a solid line, achieves 1 percent accuracy, even for o
as low as 0.5.

4 The Case of Moderately Small Reynolds Numbers

In this section, we shall consider the case when the Reynolds
number is of order unity and the Stokes approximation (8) fails
to describe the flow field around the cylinder. It is therefore neces-
sary to solve the full Navier-Stokes equations (5)—(6). To obtain
the stationary distributions of all the variables the pseudounsteady
form of the governing equations and a second order finite differ-
ence method were used. Firstly, the fluid dynamic part was solved
and then the calculated flow field was used to obtain the tempera-
ture distributions around the cylinder. The domain and the grid
were chosen like in the previous section, where only the energy
equation was solved, and the same tests were conducted. In addi-
tion, comparison with Dennis et al. (1968) revealed a negligible
difference for air. The critical Reynolds number for the appearance
of the recirculating region was found to be close to 3.14 = 0.01.
The calculated Nusselt numbers, as functions of Pr, are plotted in
Fig. 2 with solid lines.

Alternatively, the boundary layer theory was applied to the
energy equation (6) when Pr > 1. Introducing the boundary vari-
able z = Pr'*(r — Re), the temperature in the boundary layer
can be found as § = 6, + Pr~'*4,, where 6, and 4, depend on
the distribution of the vorticity at the surface of the cylinder. Here,
the designations wy(@) = W/ ,—ge, w1 (@) = (Bw/87)|,-r. are used.

Using the Taylor expansion for v, and v, at Pr™' < 1, the
equations for 6, and 8, are

Z 660 6290 1 ) Z2 800
—— = + ~ —— 14
wo(p) Re 9 92’ 5 wolp) Re 0z (14)
Z 89[ 8201 1 I 22 861
_——— = + —_ —_——
wal) Re dp 072 2 wole) Re 0z
1 2 22 1 08,
+— 1= Zwi(p) =— + = wi 3 =2
Re < 3 wolp) Re T & wily)z ) Fy
22 (3we(p) 1 06,
= — — (15
Re (2 Re 2w1(<p) dyp (1)
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Table 1 The values of W, and W, for different Reynolds numbers
Re | W, W Re Wo Wi

2.5 | 0.6929 | 0.1297 || 0.5 0.3417 0.9752 - 107!
2,0 | 0.6302 ] 0.1266 || 0.3 0.2738 0.9473 - 10!
1.5 | 0.5556 | 0.1169 || 0.1 0.1723 0.9246 - 107!
1.0 | 0.4640 | 0.1063 || 0.01 | 0.6878 - 10~' | 0.9184 - 10!

and the corresponding two terms formula for the Nusselt num-
ber takes the form

Nu = Wy(Re)Pr'”? + W (Re). (16)

Here, Wy(Re) = —7 ! f;r (06,/07) | ,<0dyp and W (Re) =
—rf ;r (86,/872)|,-0dp are functions of the Reynolds number
only. The equations (14)—(15) have been solved numerically
for 0 < ¢ < m, and the values of W, and W, for the different
Reynolds numbers are shown in Table 1.

The functions W,(Re) and W, (Re) are plotted in Fig. 3 with
solid lines. A comparison of (16) and (13) gives

Re 173
> Wo,

Wo(Re) = <ln (1/Re)

Wi(Re) = w; Re—0, (17)

shown in Fig. 3 with dashed lines.

To get a description applicable for small and order unity
Reynolds numbers, one can combine the asymptotic formulas
with an ad hoc correlation by merging at Re = 1072;

0.46271 exp(1.01633 + 0.05121%2)

Wo(Re) = 1072 < Re = 3.14, (18)
0.597(Re/In (1/Re))'"® Re < 1072
0.10666 exp(0.41285¢ + 0.438474>
+ 0.19150¢° + 0.01802L* — 0.005225¢°)
Wi(Re) = (19)

107% = Re = 3.14,
00917 Re < 1072

this is shown in Fig. 3 by circles and squares. Even though

1.0 . 7022
.l o 4020
’ [m]

" 10.18

06 |
w 10.16
0 1 W1
04 10.14
02} 1012
- 10.10

0.0 f-
' — 0.08

-2 -1 log,, (Re) 0 1

Fig. 3 Functions W,(Re) and W ,(Re): solid line—calculated values;
circles and squares—correlation (18) and (19); dashed line—asymptotic
expressions (17)
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there is no simple analytical representation for W, and W,, this
functional form was chosen in this way for simplicity but, of
course, there may exist a functional representation that fits the
curves better.

The function W, has a very acute maximum near the critical
Reynolds number, when recirculation appears. This maximum
is not reproduced by the correlation in (19). The correlations
cope successfully with the problem of calculating the Nusselt
number in the range of 107> =< Re = 2.5, as can be seen in
Fig. 2, where the circles correspond to the two terms expression
(16) of the Nusselt numbers and the solid lines correspond to
the results obtained from the calculation of the full equations
(5)-(6). For Reynolds numbers below 2.5, the difference be-
tween the asymptotic formula (16) and the full equations simu-
lation is negligible. When the Reynolds number approaches the
critical value for detachment of the stream and the boundary
layer equation is not valid anymore, there is a significant differ-
ence between both calculations, as can be seen for the case Re
= 3.0. The correlations in (18) and (19) give very good results
in the range of validity of the Boundary Layer theory, and
reasonable results, which are better than those for the pure
Boundary Layer theory, for the values of the Reynolds numbers
close to the critical one—as can be seen for the case Re = 3.0,
in which the correlation is plotted by a dashed line. This better
behavior of the correlation is explained by the fact that the
correlation for W, does not follow the sharp maximum near the
critical Reynolds number. Analogously to the case o = O(1),
the correlations can be used for Prandtl numbers of order unity,
even though the boundary layer theory is only appropriate, in
principle, for Pr > 1.

The validity of (16), (18), and (19) can be seen in Fig. 4,
where it has been plotted by circles for Pr = 6.82 (water) and
Pr = 0.72 (air). The solid line 3 corresponds to the full Navier-
Stokes and energy equations solution. The agreement is reason-
ably close even for Reynolds near the critical value and Prandtl
of order unity. The numerical results for air of Dennis et al.
(1968), shown by squares, are almost coincident with the curve
obtained in this work. In the same figure it can be seen that the
correlations for air obtained by Collis and Williams (1959},
shown by black triangles, also compare favorably with our re-
sults, taking their parameter 7,,/7T., = 1, as was done by Dennis
et al. (1968).

5 Conclusions

An analysis has been done to calculate the heat transfer from
a wire to a fluid stream. The boundary layer approximation has
been used for the case of o > 1 using a small Reynolds number
(Stokes) flow field. It was shown that the formula (13) gives
good results, even for o = O(1). Even though the global behav-
ior of the solution so obtained is more satisfactory, it is found
to differ somewhat from the real solution for the case Re =
O(1). Then, the case of the moderately small Reynolds number
has been studied, trying to cover a wider range. Even though
there is no simple analytical description for this regime, it is
still possible to obtain an asymptotic description in terms of the
functions Wy(Re) and W,(Re) for large Prandtl numbers and
moderately small Reynolds numbers, in principle. It has been
demonstrated that the Nusselt number can be calculated accu-
rately not only for the large Prandtl numbers, but also for the
values of order unity and, using an approximate correlation for
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5. 4 3

-2 -1
log,,(Re)

Fig. 4 Comparison of results obtained with different procedures for Pr
= 6.82: long dashed line—Cole and Roshko (1954) {1); dotted line—
Wood (1968); short dashed line—Hieber and Gebhart (1968) (3); solid
line 1—Nakai and Okazaki (1975) (4); solid line 2—boundary layer solu-
tion (13). Calculation of full equations (5)-(6) (solid lines 3) for Pr =
6.82 and Pr = 0.72; circles—formulae (16), (18), and (19); squares—
Dennis et al. (1968) (for air); black triangles—Collis and Williams (1959)
(for air).

W, and Wy, for Reynolds numbers close to the critical value,
just by extrapolating the correlation curves (18) and (19).
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Temperature

Entropy generation for a fully developed laminar viscous flow in a duct subjected to
constant wall temperature is investigated analytically. The temperature dependence
on the viscosity is taken into consideration in the analysis. The ratio of the pumping

power to the total heat flux decreases considerably and the entropy generation in-
creases along the duct length for viscous fluids. The variation of total exergy loss
due to both the entropy generation and the pumping process is studied along the
duct length as well as varying the fluid inlet temperature for fixed duct length. For
low heat transfer conditions the entropy generation due to viscous friction becomes
dominant and the dependence of viscosity with the temperature becomes essentially
important to be considered in order to determine the entropy generation accurately.

Introduction

Efficient utilization of exergy is one of the primary objectives
in designing any thermodynamic system. Minimization of en-
tropy generation in a thermodynamic system provides efficient
use of exergy that is available. The irreversibilities associated
with fluid flow through a duct are usually related to heat transfer
and viscous friction. The contributions of various mechanisms
and design features on the different irreversibility terms often
compete with one another (Bejan, 1988). Therefore, there may
exist an optimal thermodynamic design which minimizes the
amount of entropy generation. For a given thermodynamic sys-
tem, a set of thermodynamic parameters which optimize op-
erating conditions could be obtained.

Second-law analysis in heat transfer and thermal design was
outlined in detail by Bejan (1980, 1982). He presented the
basic steps for the procedure of entropy generation minimization
at the system-component level. Nag and Mukherjee (1987)
studied the thermodynamic optimization of convective heat
transfer through a duct with constant wall temperature. In their
study, they plotted the variation of entropy generation with the
difference of bulk flow inlet and the surface temperatures using
a duty parameter. In the case they considered, the duty parame-
ter was also a function of this temperature difference through
the heat transfer. They studied the effect of the inlet and the
wall temperature difference for small values of this temperature
difference.

Heat transfer enhancement techniques that are used to in-
crease the rate of heat transfer are known to increase friction
factor. Minimization of the total entropy generation for two
typical heat transfer enhancement problems related to the varia-
tion of heat transfer area and the variation of temperature differ-
ence was studied by Perez-Blanco (1984).

The irreversibility associated with the viscous friction is di-
rectly proportional to the viscosity of the fluid in laminar flow.
On the other hand, the viscosity of fluids may vary significantly
with temperature and, to the best of this author’s knowledge,
this variation has not yet been considered in exergy analysis in
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the literature. Thus, as an extention to the Bejan’s work (Bejan,
1980; Bejan, 1982) it is required to investigate the effect of
change of viscosity during a heating process for a more accurate
determination of entropy generation and pumping power re-
quired.

Total Entropy Generation

Consider the constant cross-sectional area duct shown in Fig.
1. The surface temperature of the duct is kept constant at 7.
An incompressible viscous fluid with mass flow rate, »1, and
inlet temperature, 7,, enters the duct of length /. Heat transfer
to the bulk of the fluid occurs through the average heat transfer
coefficient, %, which is not constant but is a function of the
viscosity variation. On the other hand, density p, thermal con-
ductivity k, and specific heat C, of the fluid are assumed to be
constant within the range of temperatures considered in this
study (Table 1). We would like to analyze the entropy genera-
tion for different duct lengths and fluid inlet temperatures con-
sidering the variation of viscosity with temperature.

The heat transfer rate to the fluid inside the control volume
shown in Fig, 1 is

80 = mC,dT = hnD(T, — T)dx,
where i is the mass flow rate given by
_ wD?

m = pU 7

(1)

It should be noted that in writing Eq. (1) the duct is assumed
to have a circular cross section; however, the analysis is not
affected, assuming cross-sectional areas other than circular.

Integrating Eq. (1), the bulk temperature variation of the
fluid along the duct can be obtained as

T=T,—- (T, - T,)exp| ~ _4h x). (2)
pUDC,
Equation (2) can be rewritten as
St
8= —4—=x], 3
exp( D x) 3)

where 0 is the dimensionless temperature defined as
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Fig. 1 Schematic view of duct
9 = I-7 ,
To - Tw
and St is the Stanton number defined as
St = h .
pUC,

The temperature variation along the duct approaches the duct
wall temperature exponentially.

The average heat transfer coefficient, &, being a function of
viscosity variation along the duct length, can be evaluated for
each set of duct length (/) and fluid inlet temperature (7,)
values. The effect of viscosity on the average heat transfer
coefficient is given by Kays and Perkins (1973) as

E _ m B (&)QM
Zc.p. Nu(:.p. Ly ,

where %, = kNu,, /D and Nu,, = 3.66 for fully developed
laminar flow. p, in Eq. (4) is a function of mean bulk fluid
temperature, which is also initially unknown and depends on
. Therefore, a, trial and error procedure is followed to deter-
mine 7 making use of Eqs. (1) and (4).

The entropy generation within the control volume in Fig. 1
can be written as

(4)

50

dSgen = mds — =, 5
i mas T (5)
where for an incompressible fluid
ds = Gdl _ dP .
T pT

Substituting Eq. (1) in Eq. (5), the total entropy generation
becomes

Nomenclature

Table 1 Thermophysical properties and parameters used

Water Glycerol
a (N s/m?) 9.93 x10~* 1.48
b (N s/m? K) 8.9438 x107%  0.0182
B 4700 23100
Cp (J/kg K) 4182 2428
D (m) 0.0254 0.0254
ey, (W/m?K) 86 38
k (W/m K) 0.6 0.264
1 8.9 52.4
Tres (K) 293 293
Ty (K) 373 373
U (m/s) 0.025 0.5
w(Tres) (N s/m?)  9.93 x10™* 1.48
I 00-05 0.0-05
p (kg/m?) 998.2 1260
T 00-02 00-02

dSgen = mq,( T‘;i Tar - pCl’,,T dP) . (6)

The pressure drop in Eq. (6) is given by Kreith and Bohn
(1993):
F72
dP = — Jﬂ_ dx, (7
2D

where fis the friction factor.

Integrating Eq. (6) along the duct length, /, using Egs. (2)
and (7) and assuming that the viscosity remains constant along
the duct, the total entropy generation is obtained as

— —4Sth
Sgen = n'zC,,{ln (117'—e> — (1 — e~
T

1 frEc e — 7
2 1 ,
8 st ( - (®)

where 7 is the dimensionless temperature difference

+

C, = specific heat capacity (J/kg K)
D = diameter (m)
Ec = Eckert number [T*/[ C,(T,, —
)11
f = friction factor
7 = average heat transfer coefficient
(W/m? K)
ﬁc,p, = constant property average heat
transfer coefficient (W/m? K)
k = thermal conductivity (W/m K)
[ = length of the duct (m)
m = mass flow rate (kg/s)
P = pressure (N/m?)
¢. = pumping power to heat transfer
rate ratio

Journal of Heat Transfer

O = total heat transfer rate (W)

Re = Reynolds number [pUD/ ]

. § = entropy (J/kg K)

Seen = entropy generation (W/K)

St = Stanton number {A/(pU(C,)]
T = temperature (K)
T, = inlet fluid temperature (K)

T.s = reference temperature (= 293 K)
,» = wall temperature of the duct (K)
U = fluid bulk velocity (m/s)

x = axial distance (m)

AT = increase of fluid temperature (K)

p = viscosity (N/s m?) T,]
uy = viscosity of fluid at bulk tempera-
ture (N/s m?)

i, = viscosity of fluid at wall tempera-
ture (N/s m?)

N\ = dimensionless axial distance [I/D]
I1; = modified Stanton number [ St A]
I1, = dimensionless group [Ec/(St Re)]

¥ = dimensionless entropy generation

[Sgen/[Q/(Tw - Tu)]]
¥’ = modified dimensionless entropy
generation [ S,/ (Q/AT)]

p = density (kg/m?)

7 = dimensionless inlet wall-to-fluid

temperature difference [(T,, — T,)/

¢ = dimensionless temperature [(7 —
Tw)/(Ta - Tw)]
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T, - T,
T = ,
T,

\ is the dimensionless length of duct,

and Ec is the Eckert number defined as
72
Be=—"l
Cp(Tw - Ta)

The total heat transfer rate to the fluid is obtained by integrat-
ing Eq. (1) along the duct length and can be written as

Q = me(Tw - To)(l - 37450\)- (9)
Now, defining a dimensionless entropy generation as
— Sgen
ONT, =~ T.,)’
Eq. (8) can be written as
o, —4SA
¥ =(1- e“4s”‘){ln <——————1 T ) — (1 — ™™
1-7
4SIN
SR (=T oy
8 St -7

For fully developed laminar flow in a duct, assuming p =
constant for the time being, the friction factor is related to the
Reynolds number (Kreith and Bohn, 1993) as

64
f“Eé’ (11)

where Reynolds number is defined as

Therefore, two dimensionless groups naturally arise in Eq.
(10} in fully developed laminar flow as

I, = St (12)
and
Ec
II, = . 13
? " StRe (13)

Thus, Eq. (10) can be written in a compact form for the
constant viscosity assumption as

IR
v =1 —e"‘ml){ln <—1 1” 1) — (1 — ™)
T

4, _
+ 8711, In (51—_—;3)} . (14)

which is a function of three nondimensional parameters,
namely, 7, TI;, and Il,. Among these parameters, 7 represents
the fluid inlet temperature, (7,, I1,) represents the duct length
I, and the product (7I1,) is independent of T,. Once the type
of the fluid and the mass flow rate are fixed, (7I1,) is constant
and 7 and I, are the only two design parameters that can be
varied for determining the effects of duct length and/or inlet
fluid temperature.
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Viscosity Dependence on Temperature

Experimentally, it is evident that the viscosity of liquids vary
considerably with temperature. Around room temperature (293
K), for instance, a 1 percent change in temperature produces a
7 percent change in viscosity of water and approximately a 26
percent change in viscosity of glycerol (Sherman, 1990).

If the variation of viscosity with temperature is to be linear,

wT)=a~b(T ~ Ty), (15)
where a and b are positive fluid dependent dimensional con-
stants and T, is a reference temperature (= 293 K).

The pressure drop in Eq. (7) for fully developed laminar

flow, using Eq. (11), becomes

%0

dP = - —;

[a = b(T — Tiet)ldx. (16)

Integrating Eq. (6) along the duct length using Eqs. (2) and
(16), the total entropy generation in this case is obtained as

_ —an
= (1- e"“”l){ln(li——l)
1 -7

411

—7(1 — ™M) + 8TH2[ln (e—“7>
1 -7

() (552) ]}
a 1-7 a

where Re number in IT, is defined based on the constant a in
Eq. (15); thatis, a = p(T).

A reasonably accurate empirical correlation of liquid viscos-
ity with the temperature is given by Sherman (1990) as

u(T)=u(Tmf)(Tl) exp[B(%— . )] (18)
ref ref

where n and B are fluid dependent constant parameters.
Substituting Eq. (18) and Eq. (11) into Eq. (7), the pressure
drop for fully developed laminar flow becomes

320 T\" 1 1
dP = — — (Tt} | — Bl = - dx. 19
D2 iu‘( f) ( T,-ef ) eXPI: <T Tref ) :' ( )

Integrating Eq. (6) along the duct length using Eq. (19), the

total entropy generation is obtained as

-4l
U =(1-~ e“‘”l){ln <1L’>
1—-7

! —
- 7(1 = e ™M) + 3211, LL-L

o ! T;lef

1 1
X exp[B(E, - Tmf)] dx} , (20)

where T is given in Eq. (2) and Re number in IT, is defined
based on u(Ty¢). The integration in Eq. (20) must be done
numerically.

It should be noted that, the dimensionless entropy generation,
W, in the above analysis is a function of the total heat transfer
rate, @, which in turn depends on the length of the duct and inlet
fluid temperature. However, a modified dimensionless entropy
generation can be defined on the basis of unit mass flow rate
of fluid in the duct as

Tn-l
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p=a~T
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#= (T}, Eq. (18) |
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Medified Stanton number, ITy

Fig. 2 Dimensionless entropy generation, ¥, versus modified Stanton
number, I1;, for water and glycerol with three cases of viscosity depen-
dence. (Effect of viscosity variation with temperature for water is negligi-
ble.)

— ggen
(/AT

where AT is the increase of the bulk temperature of the fluid
in the duct, T(!) — T,. Noting that

’

(2

9 e,
AT
is constant for fixed mass flow rate and
¥

U =

Tl -t

(22)

¥’ indicates the total entropy generation along the duct that is
expected to increase with the increase in duct length.

Pumping Power to Heat Transfer Rate Ratio
The ratio of pumping power to heat transfer rate is

_ (xDY4)APU
0
Using Eqgs. (7), (9), and (11), the pumping power to heat

9, (23)

0.045

T — T T T T T

004l - Water

—— Glycerol
0.035

0.03r

0.025}

0.015

#=p(T), Eq. (18)

Modified Dimensionless Entropy Generation, ¥'
=)
=)
I
T

025 03 035 04

0 . n .

0 005 01 015 02 045 0S5

Modified Stanton number, 1Ty
Fig. 3 Modified dimensionless entropy generation, ', versus modified
Stanton number, I1,, for water and glycerol with three cases of viscosity

dependence. (Effect of viscosity variation with temperature for water is
negligible.)
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0.09 v T v r T T

008F - Water

Glycerol
0.07+ E
0.06} i

0.05
p=const,

(P )Water X 10° and (P.,)Glyc"al

w=p(T), Eq. (18)

Pumping power to heat transfer rate ratio,

001}

n

0.35 0.4

0 0.05 0.1 0.15 0.2 0.25 0.3 045 0.5

Modified Staaton number, II;
Fig. 4 Pumping power to heat transfer rate ratio, 7., versus modified

Stanton number, I1,, for water and glycero! with three cases of viscosity
dependence

transfer rate ratio, ¥,, for fully developed laminar flow and
constant viscosity is obtained as

I
. (24)

— 1

T, = 32IL, 1

When the variation of viscosity with temperature is assumed
to be linear, as given by Eq. (15), the %, ratio becomes

I, b 1 — e
= (L - T 1 - ———
1 - e—4H] { a( T)[ 41_[1

_Q(TU_
a

¢, = 32IT,

Tref)} . (25)

For the relationship of viscosity with temperature given by Eq.
(18), this ratio becomes

(1LY
- e~4l'I] 0! Tref

¢, = 3211, 7
X ex B(}- _ ) dx (26)
p T Tref ’

where T is given in Eq. (2) and the integration must be done
numerically.

Discussions

In order to demonstrate the effect of viscosity on the entropy
generation, two incompressible fluids, namely, water and glyc-
erol, were selected. The parameters and the thermophysical
properties used in the numerical example are given in Table 1.
The surface temperature, the velocity of the incompressible
fluid, and the cross-sectional area of the duct were fixed. The
length of the duct and the inlet fluid temperature are left as
variables to be studied.

The convergence criterion used during the evaluation of vis-
cosity-dependent heat transfer coefficient % through Egs. (1)
and (4) is |(T, ~ Ti_,)| < €, where € = 0.1 K and k are the
iteration counter. The integrals in Egs. (20) and (26) were
evaluated using the trapezoidal rule with 100 subintervals.

Figure 2 shows the variation of dimensionless entropy gener-
ation, ¥, versus modified Stanton number, IT;, for water and
glycerol with three cases of viscosity dependence. Since the
viscosity of water is low, the three curves corresponding to
constant, linear, and variable viscosity dependence on tempera-
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0.03

- - - - Water

P,
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0.015
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Dimensionless Entropy Generation, ¥, and
Pumping power to heat transfer rate ratio

0 0.65 011 015 02 025 03 035 04 045 OS5

Modified Stanton number, II;

Fig.5 Dimensionless entropy generation, ¥ and pumping power to heat
transfer rate ratio, 7., versus modified Stanton number, I1,, for water and
glycerol using temperature dependent viscosity in Eq. (18)

ture are essentially the same. That means the last term in Eq.
(14) is negligible for water. The effect of the assumed variation
of viscosity on ¥, however, is apparent in Fig. 2 for glycerol.
The dimensionless entropy generation, ¥, calculated based on
the constant viscosity assumption, yields higher values than
those calculated for temperature dependent viscosity. Since IT,
represents the length of the duct, the dimensionless entropy
generation defined on the basis of total heat transfer rate to the
duct, U, increases along the duct length. The rate of increase
in entropy generation decreases and approaches a constant value
as the total heat transfer rate to the fluid approaches its maxi-
mum value of

Qmax = mcp(Tw - To)-

For long ducts where ¢*™ > 7, it can be shown from Eq.
(14) that the entropy generation increases linearly with the
slope

av
H = 32TH2.

1
The modified dimensionless entropy generation defined based
on heat transfer rate per degree temperature difference along
the duct, W', is given in Fig. 3 as a function of modified Stanton

101 g T — T E
s 1020 N 1
R = :
5L o ]
@
g 103 E fi=const. E
z E 1
5 ]
5 i
P (Ul S El
g F/ #=u(T) , Bq. (18) 3
3 EoJ ]
H 10 E
s & - - - - Water E
i." —— Glycerol E
10-6 L L I L L L L L L
0 002 004 006 008 0.1 012 014 016 0.18 0.2

Dimensionless Inlet Temperature Difference, r

Fig. 6 Dimensionless entropy generation, ¥, versus dimensionless inlet
wall-to-fluid temperature difference, 7, for water and glycerol with three
cases of viscosity dependence. {Effect of viscosity variation with temper-
ature for water is negligible.)

80 / Vol. 120, FEBRUARY 1998

10!

- - - - Water

5

PR

~—— Glycerol

100

T

L

Pumping power to heat transfer rate ratio,
(Pr)water X 10° and (P eiyeerol

10-1 1
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Dimensionless Inlet Temperature Difference, 7

Fig. 7 Pumping power to heat transfer rate ratio, 7,, versus Dimen-
sionless inlet wall-to-fluid temperature difference, =, for water and giyc-
erol with three cases of viscosity dependence

number, IT;, for water and glycerol for the three cases of viscos-
ity dependence. The effect of viscosity is negligible in the case
of water. However, apparent in the case of glycerol, as shown
in Fig. 3, ¥’ adds up along the duct length and shows a general
increase. As in the case of W, the assumption of a constant
viscosity yields considerably higher values of ¥’ compared with
those for temperature dependent viscosity. ¥’ and W differ only
for small values of IT,. For large values of IT,, ¥’ = ¥, as can
be seen from Eq. (22).

The pumping power to heat transfer rate ratio, %, is shown
in Fig. 4 for water and glycerol. In both cases, the constant
viscosity assumption yields unreasonably high pumping power
ratios as expected. Due to an increase in the bulk temperature
and a decrease in viscosity, the pumping power to heat transfer
rate ratio may decrease for small values of I1, but then increase
as the total heat transfer rate to the fluid decreases as the bulk
temperature approaches the wall temperature. For large values
of I1;, it can be shown from Eq. (24) that the pumping ratio,
., increases linearly with the slope

d?,
aTT, 321L,.

The dimensionless entropy generation, W, and pumping
power to heat transfer rate ratio, ¥,, are shown in Fig. 5 for

10!

100 |, g

102} (Pr)otyesrar e i

103} ]

Dimensionless Entropy Generation, ¥, and
Pumping power to heat transfer rate ratio, P;

d
S
10-4 - // 4
105} - - - - Water
/ —— Glycerol
106 ’ " . L L . . L .
0 002 004 006 0.08 0.1 012 014 016 018 0.2

Dimensionless inlet temperature difference, 7

Fig. 8 Dimensionless entropy generation, ¥, and pumping power to
heat transfer rate ratio, /,, versus dimensionless inlet wall-to-fiuid tem-
perature difference, 7, for water and glycerol using temperature depen-
dent viscosity in Eq. (18)
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Table 2 Variation of total loss of exergy and pumping power consumed per unit amount of heat transfer rate for the case of water for {a) fixed

inlet temperature and (b) fixed duct length

(a)

(b)

Inlet temperature, 7, = 293 K

1 1 (m) ] ¥ P, x105 U4,
0.025 0.6634 0.0005 0.0052 0.02293  0.0005
005 1.3416 0.0017 0.0094 0.02252 0.0017
0.075 2.0321 0.0033 0.0128 0.02227 0.0033
0.1  2.7331 0.0051 0.0155 0.02216  0.0051
0.125 3.4429 0.0069 0.0177 0.02216  0.0069
0.15  4.1603 0.0088 0.0194 0.02224 0.0088
0.175 4.8842 0.0105 0.0208 0.02240  0.0105
0.2 56137 0.0121 0.0220 002261 0.0121
0.225 6.3481 0.0136 0.0229 0.02287 0.0136
0.25  7.0869 0.0149 0.0236 0.02318  0.0149
0.275 7.8294 0.0162 0.0243 0.02352  0.0162
0.3 85753 0.0173 0.0247 0.02390  0.0173
0.325 9.3241 0.0183 0.0252 0.02431  0.0183
0.35  10.0756 0.0192 0.0255 0.02475  0.0192
0.375 10.8295 0.0200 0.0257 0.02521  0.0200
04  11.5856 0.0207 0.0260 0.02569  0.0207
0425 12.3436 0.0214 0.0261 0.02620 0.0214
045 13.1033 0.0219 0.0263 0.02672  0.0219
0475 13.8646 0.0225 0.0264 0.02726  0.0225
0.5  14.6273 0.0229 0.0265 0.02782  0.0229

water and glycerol for comparison. Both ¥ and ¥, are required
to be minimized in actual applications. Therefore, there may
exist a certain operating duct length which will minimize the
total cost due to both the entropy generation and the pumping
power, especially for the fluids having large viscosities. This
observation is only possible using a temperature dependent vis-
cosity. However, the constant viscosity assumption that yields
increasing ¥, with respect to I, would not yield an operating
duct length for which exergy losses were minimum.

Figure 6 shows the variation of the dimensionless entropy
generation, ¥, with dimensionless inlet wall-to-fluid tempera-
ture difference, 7, for water and glycerol with the three cases
of viscosity dependence. Since the viscosity of water is low,
the three curves corresponding to constant, linear, and variable
viscosity dependence on temperature are essentially the same
as mentioned above. The effect of the assumed variation of
viscosity on ¥ is apparent in the case of glycerol. The dimen-
sionless entropy generation, W, calculated based on the constant
viscosity assumption yields considerably higher values than
those calculated for temperature dependent viscosity—espe-
cially for small values of 7. Since T represents the difference
between the temperature of the duct surface and that of the inlet
fluid, the dimensionless entropy generation defined on the basis
of total heat transfer rate to the duct, ¥, increases as 7 increases

Journal of Heat Transfer

Duct length, 1=15 m

T T,°C) ¥ v Px108 94D,
0.01 369.27 0 0 0.38555  0.0000
0.02 365.54 0.0002 0.0002 0.19589  0.0002
0.03 361.81 0.0004 0.0005 0.13277  0.0004
0.04 358.08 0.0007 0.0008 0.10128  0.0007
0.05 354.35 0.0011 0.0013 0.08245 0.0011
0.06 350.62 0.0016 0.0018 0.06995 0.0016
0.07 346.89 0.0022 0.0025 0.06108  0.0022
0.08 343.16 0.0029 0.0033 0.05448  0.0029
0.09 339.43 0.0037 0.0042 0.04939  0.0037
0.10 33570 0.0046 0.0053 0.04536  0.0046
0.11 331.97 0.0056 0.0064 0.04211  0.0056
0.12 32824 0.0067 0.0077 0.03945  0.0067
0.13 32451 0.0079 0.0091 0.03725  0.0079
0.14 320.78 0.0093 0.0107 0.03540  0.0093
0.15 317.05 0.0107 0.0123 0.03385  0.0107
0.16 313.32 0.0123 0.0141 0.03254  0.0123
0.17 309.59 0.0140 0.0161 0.03143 0.0140
0.18 305.86 0.0159 0.0182 0.03050 0.0159
0.19 302.13 0.0179 0.0204 0.02972  0.0179
0.20 298.40 0.0200 0.0228 0.02908  0.0200

due to the increase in the total heat transfer rate to the fluid.
For small values of 7, the total entropy change is due to the
viscous friction; in the limit when 7 = 0, and noting that the
product 7II, (= pU?%/ADT,) is independent of the inlet fluid
temperature, the total dimensionless entropy change using Eq.
(14) becomes

U = 32(7IL)II (1 — ™).

For large values of 7, the contribution of the heat transfer to
the total entropy generation becomes dominant and the gap
between the curves in Fig. 6 that is due to the different viscosity
dependence get smaller.

The modified dimensionless entropy generation defined based
on heat transfer rate per degree temperature difference along
the duct, ¥, shows a similar behaviour as that of ¥. This was
expected since U’ and ¥ are related through a constant factor
of (1 — e™*™M), as given in Eq. (22).

Variation of the pumping power to heat transfer rate ratio, 7,,
with respect to the dimensionless inlet wall-to-fluid temperature
difference, 7, is shown in Fig. 7 for water and glycerol. As
noted above, the constant viscosity assumption yields unreason-
ably high pumping power ratios in both cases. Recalling that
the product 7T, is invariable with varying inlet fluid tempera-
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Table 3 Variation of total loss of exergy and pumping power consumed per unit amount of heat transfer rate for the case of glycerol for (a) fixed

inlet temperature and (b) fixed duct length

(a)

Inlet temperature, T, = 293 K

I, 1 (m) T ¥ P U+P,
0.025 14.7397 0.0005 0.0048 0.0169 0.0174
0.05 30.6999 0.0016 0.0087 0.0143 0.0159
0.075 47,7085 0.0031 0.0119 0.0126 0.0157
0.1 65.6209 0.0048 0.0145 0.0115 0.0163
0.125 84.3152 0.0065 0.0166 0.0106 0.0171
0.15 103.6884 0.0082 0.0182 0.0100 0.0182
0.175 123.6536 0.0098 0.0196 0.0095 0.0193
0.2 144.1368 0.0114 0.0206 0.0092 0.0206
0.225 165.0752 0.0128 0.0215 0.0089 0.0217
0.25 186.4148 0.0140 0.0222 0.0086 0.0226
0.275 208.1097 0.0152 0.0228 0.0085 0.0237
0.3 230.1198 0.0162 0.0232 0.0083 0.0245
0.325 252.4110 0.0172 0.0236 0.0082 0.0254
0.35 274.9533 0.0180 0.0239 0.0081 0.0261
0.375 297.7207 0.0187 0.0241 0.0081 0.0268
0.4 320.6905 0.0194 0.0243 0.0080 0.0274
0.425 343.8429 0.0200 0.0245 0.0080 0.0280
0.45 367.1604 0.0205 0.0246 0.0080 0.0285
0.475 390.6274 0.0210 0.0247 0.0080 0.0290
0.5 414.2303 0.0214 0.0247 0.0080 0.0294

tures, it can be concluded from Eq. (24 ) that the pumping power
ratio is inversely proportional to 7. However, in the case of
large values of 7, ¥, may start increasing due to increases in
the viscosity for the incoming low temperature fluid. This is
apparent in Fig. 7 for the case of glycerol.

The dimensionless entropy generation, ¥, and the pumping
power to heat transfer rate ratio, 7,, for water and glycerol
are shown in Fig. 8 for the case of the temperature-dependent
viscosity given in Eq. (18). Since both ¥ and %, are required
to be minimized, there may exist a certain dimensionless inlet
wall-to-fluid temperature difference, 7, which will minimize the
total cost due to both the entropy generation and the pumping
power—especially for fluids having large viscosities. This was
observed even with the constant viscosity case; increases in ¥
but decreases in %, resulted when 7 increased.

Exergy, also referred to as availability, can be viewed as the
useful work potential of an amount of energy at a specified
state (Saad, 1997; Cengel and Boles, 1994). This potential
is not generally conserved but is destroyed by irreversibilities
(Moran and Shapiro, 1995). In order to show the total loss of
exergy due to entropy generation and the pumping process for
determining the actual cost and assuming unit cost for both,
consider the following addition:

Seen(T, — T,) N (rD%/4)APT
) 0

which is tabulated in Tables 2 and 3 for water and glycerol,

T+ =

>
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(b)

Duct length, 1=500 m

T T,(°C) ¥ v’ P U+ P,
0.01 369.27 0.0002 0.0003 0.0276 0.0278
0.02 365.54 0.0004 0.0004 0.0144 0.0148
0.03 361.81 0.0006 0.0007 0.0100 0.0106
0.04 358.08 0.0009 0.0011 0.0079 0.0088
0.05 354.35 0.0014 0.0016 0.0066 0.0080
0.06 350.62 0.0019 0.0022 0.0058 0.0077
0.07 346.89 0.0025 0.0029 0.0053 0.0078
0.08 343.16 0.0032 0.0037 0.0049 0.0081
0.00 339.43 0.0041 0.0046 0.0046 0.0087
0.10 33570 0.0050 0.0057 0.0045 0.0095
0.11 33197 0.0061 0.0069 0.0044 0.0105
0.12 328.24 0.0073 0.0082 0.0043 0.0116
0.13 324.51 0.0086 0.0097 0.0044 0.0130
0.14 32078 0.0100 0.0113 0.0044 0.0144
0.5 317.05 00116 0.0131 0.0046 0.0162
0.16 313.32 0.0134 0.0150 0.0048 0.0182
0.17 309.59 0.0152 0.0170 0.0051 0.0203
0.18 305.86 0.0173 0.0193 0.0054 0.0227
0.19 30213 0.0195 0.0217 0.0060 0.0255
0.20 298.40 0.0220 0.0243 0.0066 0.0286

respectively. Two cases were considered in each table: fixed
fluid inlet temperature for varying duct length and fixed duct
length for varying fluid inlet temperature. During the computa-
tions, Re numbers were calculated to make sure that fully devel-
oped laminar flow is maintained within the range of parameters
used. For water, ¥ + 9. shows a continuous increase with both
duct length and inlet fluid temperature, however, a minimum
value of ¥ + ¥, can be determined for glycerol for the two
cases as shown in Table 3.

Finally, the significance of using viscosity-dependent average
heat transfer coefficient z was studied. Comparisons of some
of the results for constant property average heat transfer coeffi-
cient Ec,,,, and viscosity dependent average heat transfer coeffi-
cient % = h(u) were made. The difference in results for water
was only noticable in the pumping power to heat transfer rate
ratio, ¥, values. This is expected because the viscosity change
of water within the temperature ranges used is not significant,
therefore, the effect of viscosity on the dimensionless entropy
generation (W and U') is negligible (less than 2.5 percent).
Within the range of parameters used (see Table 1), the maxi-
mum difference between % = h(y) and h,, was found to be
10.2 percent. The resulting difference in ¥, was obtained to be
less than 18 percent. For the case of glycerol, the effect of using
constant property average heat transfer coefficient 4., on the
dimensionless entropy generation values (¥ and ¥') was still
small (less than 5 percent). However, a significant difference
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(up to 73 percent) was observed in the values of pumping
power to heat transfer rate ratio, #,. The maximum difference
between i = A(u) and &, in the case of glycerol was found
to be 31.4 percent.

Conclusions

Entropy generation for a viscous flow in a duct subjected
to constant surface temperature was investigated. The entropy
generation was found to be a function of three dimensionless
numbers, namely, IT,, I, and 7.

For constant viscosity flow in the duct, both the entropy
generation, U’, and the pumping power ratio, 7,, increased along
the length of the duct. For viscous fluids, however, the pumping
power ratio, ¥,, decreased along the duct length. Therefore, for
a certain duct length, exergy losses due to both the entropy
generation and the pumping process becomes minimum.

It was found that entropy generation, V¥, increased with in-
creasing the dimensionless temperature difference between the
inlet fluid and surface temperature, 7. However, the pumping
power ratio decreased with increasing 7. Therefore, in each
of the constant and temperature dependent viscosity models, a
certain fluid inlet temperature exists for which the exergy losses
are minimum.

In the case of low heat transfer rate for which 7 <€ 1, the
entropy generation due to viscous friction becomes dominant.
In this case, the dependence of viscosity with the temperature
becomes the more important issue to be considered in order to
determine the entropy generation accurately.

Journal of Heat Transfer
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Flow in a torroidal duct is characterized by increased convective heat transfer and
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friction compared to a straight duct of the same cross section. In this paper the
importance of the nonplanarity (torsion) of a helical duct with rectangular cross
section is investigated. A previously determined low Dean number velocity solution
is used in the decoupled energy equation for the hydrodynamically fully developed,
thermally developing case. Torsion, known to increase the friction factor, is found

to cause a decrease in the fully developed Nusselt number compared to pure torroidal
Sflow. Therefore, it is recommended that torsion be minimized to enhance heat transfer.

Introduction

During experimental studies on the production of fine metal
powders by electromagnetic vaporization proposed by Bayazi-
toglu and Cerny (1992, 1994), it was found that the cooling of
a levitating coil used to produce an alternating magnetic field
posed a significant mechanical problem. A coil of rectangular
cross section was recommended by Stickel and Bayazitoglu
(1995) to minimize the stacking space for a given duct perime-
ter while maximizing the levitating effect. The electric current
used to levitate an object within the helix causes extreme heat-
ing, so fluid was pumped through the coil to remove this heat.
The resulting flow rate through such a coil was less than would
be expected for a straight duct of the same length.

According to a recent survey (Shah and Joshi, 1987), curved
tubes, whether torroidal or helical (i.e., with or without torsional
effects) have higher heat transfer rates and friction factors than
equivalent straight ducts. These phenomena are the result of
increased mixing caused by secondary Dean-type flow due to
centrifugal effects. A large number of investigations into ducts
with negligible torsion have been completed. The first analytical
investigation on flow in a curved duct with a circular cross
section was performed by Dean (1927). While many of the later
analytical and numerical studies involved more complicated
geometries and extensions to heat transfer characteristics, tor-
sion was either neglected or artificially introduced in an effec-
tive radius parameter until recently.

One of the first analytical studies to legitimately include the
torsion effect was performed by Wang (1981). His analysis
used a nonorthogonal coordinate system that complicated the
solution process. Germano (1982) introduced an orthogonal
coordinate system that has become the standard for later analy-
ses (Germano, 1989; Tuttle, 1990; Thomson, 1996). Previous
numerical extensions to heat transfer (Eason et al., 1994) have
been limited by the time required to calculate the velocity solu-
tion in the duct. Using the velocity solution given by Thomson
(1996) allows the velocity field to be calculated in a negligible
amount of time.

In this paper a numerical solution of the developing tempera-
ture profile in a helical duct with rectangular cross section is
obtained for hydrodynamically fully developed flow. The tem-
perature is based on axially constant wall heat flux and a periph-
erally uniform wall temperature (the H1 boundary condition).

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 17,
1996; revision received November 13, 1997; Keywords: Augmentation and En-
hancement; Forced Convection; Heat Exchangers. Associate Technical Editor: S.
Ramadhyani.
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This temperature profile is used to determine the local Nusselt
number. Comparisons are made with previously obtained re-
sults.

Approach

The governing equations are solved to determine the velocity
and temperature profile. A coordinate system previously devel-
oped by Germano (1982) is used here. The fluid properties for
forced convection are approximately constant, so the energy
equation may be decoupled from the continuity and momentum
equations. The velocity profile previously determined for small
curvature and low Dean numbers is used in this analysis. Further
observations and assumptions are made which reduce the com-
plexity and generality of the energy equation.

Helical Coordinate System

The duct being considered is a right handed helix as shown
in Fig. 1. The centerline of the helix (the axis of the duct) is
written in parametric form using the angle of the helix in radians
(®) as R = Ry cos ®éy + Ry sin Péy + PPé,, where the
radius and pitch of the helix are Ry and Py. The arclength is
defined in the usual manner as d§ = VdR-dR, thus § =
®VRY + PE.

The Frenet formulas for a general space curve define the
tangent (T = dR/ds), normal (N = & ~'dT/ds), and binormal
(B = T x N) directions with respect to the centerline of that
curve where the curvature, &, is defined to enforce normality.
The magnitude of the change in the binormal direction with
respect to the centerline is defined as the torsion, 7 (dBlds =
~#N). For a regular helix these are determined as & =
Ruy/(R% + P%) and # = Pu/(R% + P%). The Frenet triad can
then be rewritten using the helix centerline as T = [R(—sin ®éy
+ cos Béy) + #é,WRY + Ph, N = —cos &8, — sin déy, and
B = [#(sin ®éx — cos Dé,) + kRé,WRY + P%.

To avoid the difficulties inherent in a nonorthogonal system,
the helical coordinate system introduced by Germano (1982)
for a circular cross section and used later by Germano (1989)
and Tuttle (1990) for an elliptical cross section and Thomson
(1996) for a rectangular cross section is used here. To uncouple

the torsion effects, the § — 7 axes are rotated through a
prescribed angle about the tangent direction, ¢ = —7§ =
—OPLIVRY + PH, as @ increases. Relating any pomt in_the
plane normal to T to the global coordinate system gives 0=
R(§) + [ cos ¢(§) — F sin d)(s)]N(s) + [F cos ¢(§) +
g _sin qS(v)]B(s) Wthh results in the orthogonal metric
dQ -dQ = d§* + di* + ds*[1 — &g cos ¢p(§) + RF sin ¢(§)]°.
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Fig. 1 Helical coordinate system

Formulation

Consider a laminar, incompressible flow through a helical
duct of constant cross section neglecting buoyancy. These as-
sumptions uncouple the energy equation from the momentum
and continuity equations. Assume also that the flow is time
independent. The driving force for the flow is a pressure gradi-
ent that is assumed constant in the axial direction of the duct
(§ in Fig. 1). Such a system corresponds to Poiseuille flow
through a helical duct. The velocity component in the §, 4, 7,
%, and ¥ directions are denoted as #, 9, ¥,, and ¥, and ¥,
respectively. The temperature at any location in the duct is 7.
The characteristic velocity, U, is the average velocity in a
straight duct with the same cross section and pressure gradient
as the helical duct being considered. The characteristic length

Nomenclature

is the hydraulic diameter, Dy. The dimensionless temperature,
0, is defined in the same way as the thermal entry region of a
straight duct.

The dimensionless incompressible continuity equation for
any orthogonal coordinate system is

v-V=0,

the dimensionless momentum equations are
- = 1 -
V-V)V=-VYp-—VXVXYV,
Re

and the energy equation is

D
DT _ wwr+ L
Dt pc

From the metric of the helical coordinate system, the following
terms apply:

n_| 1 1 2 : 3
& s iq i r
hp |1~ kqcos ¢ +rrsing |11
U, u :vq : v,

Since the g-r axes are rotating with respect to the cross sec-
tion, the velocities are difficult to interpret, and the boundary
conditions are difficult to apply. The equations are converted
to a notation which corresponds more directly to the boundaries

B = binormal unit vector, B =
[%(sin\ébé — cos $é,) +
Ré; WRY + P}

C = even eigenfunction, C, (1) =
(cosh A,t/cosh %)\m) — (cos At/

T = tangent unit vector, 7=
[&(—sin Péy + cos Péy) +
#é,WRY + P}

U = average velocity in a straight
duct (characteristic velocity)

V = velocity

Greek Letters

A = aspect ratio of rectangular cross
section (height/width), A = a/b

® = angle of the helix (in radians)

1 = viscous dissipation function

« = thermal diffusivity

1
cos 3\) X, Y, Z = global coordinate system y = relative torsion, y = (7/k) Re~!

D = substantial derivative, D/Dt = (9/ a = half height of cross section # = dimensionless temperaiure, § = (T
o +V-v b = half width of cross section — T )kl Ds

D = coefficient in axial velocity solu- ¢ = arbitrary vector or scalar K= Curvatrl};re g = Ry/(RY + P%), «
tion ¢, = specific heat = %Dy ’ ’

De = Dean number, De = «'> Re
Dy = hydraulic diameter (characteristic
length), Dy = (4 X area)/perime-
ter = 4ab/(a + b)
Nu = Nusselt number, Nu = hD,/k
N = normal unit vector, N = —cos $éy
— sin ®&y
P = vector from cross section origin to
arbitrary point in cross section
Pe = Péclet number, Pe = Re Pr
Py, = pitch of the helix
Pr = Prandtl number, Pr = y/pa
Q = vector from global origin to arbi-
trary point in cross section
R = vector from global origin to cross-
section origin
Ry = radius of the helix
Re = Reynolds number, Re = UDyp/u
S = odd eigenfunction, S, (¢) =
(sinh p,¢/sinh 5 p,,) — (sin pt/

t = time

=q/Uu

.1 B/u
sin flJ‘m)
T = temperature

Journal of Heat Transfer

d = differential
d = coefficient in stream function
solution
e = unit vector
h = heat transfer coefficient
h = scale factors of orthogonal
curvilinear coordinates
k = thermal conductivity
m, n = dummy indices
p = pressure, p = p/(pU?)
¢" = heat flux
g, r = coordinates in helical system,

q=qd/Dyand r = F/D
s = arclength, § = ®VR} + Pk, s
= §/Dy, s* = s/Pe

u = axial velocity component, u

\ = eigenvalue of even eigenfunction,
tanh %)\ + tan %)\ =0

u = eigenvalue of odd eigenfunction,
coth 3 — cot %p =0

i = viscosity
& = orthogonal curvilinear coordinate

p = density
T = torsion, ¥ = Py/(RYy + P}), T =
¥ Dy

¢ = angle of rotation of the cross-section
coordinate system, ¢(5) =
—J #(5")ds"

{ = cross-sectional pseudo stream
function

w = reciprocal of scale factor from s
direction, w = 1/, = 1/(1 + «y)

v = cross-sectional (secondary)
velocity component, v =

x, y = rectangular coordinates, x =
XI/Dy and y = ¥/Dy
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of the duct (x, y, s). Writing ¢, r, and the secondary velocities ~ 3k’wy? De? x’u

in terms of this x-y notation results in
: + k%wy? De? | 3x @—sz@ (H

r=xcos ¢ + ysin ¢, KWy yax By

v, = v, co8 ¢ + v, sin ¢b.

g = x sin ¢ — y cos ¢,

v, = v, sin ¢ — v, cos ¢, and

The related partial derivative terms are then determined as and
3=«sin<j>2—c:osd)—a—-, £V4¢:[%%+<2K_g—f>%]
Oq Ox Oy
£=Cos¢£+sin¢ (7%, X[V2¢—yDe2<y—g—3+x%+3u>]
and -Q=g—7'<x—a——y—a—>. 2 Ou .| 4 1 19} 0
Os Os dy Ox + = De?u— + y De? [—V2u+—<x—+y—)(vzu)
w ox w w\ Ox Oy

All partial derivatives with respect to s in the new coordinate
system contain an additional term based on the dimensionless
torsion.

The fluid properties are considered to be temperature inde-
pendent so that the energy and velocity equations are uncoupled.
The problem is simplified further by assuming that the velocity
field is fully developed when the heat is first applied (velocity
terms are axially invariant). Even for thermally and hydrody-

Ou OX

Ou O
X ou
Oy O0x*

r> dy?

+< @~x@> O +
Yoy " ox) oxay

2 2
+ 3KyV2u—2K<yg—y’;+x£—gy+22—;>:|

namically developing flow, this is a good assumption for fluids + 0(*), (2)
with large Prandtl numbers (Kays and Crawford, 1993). A bi h | lip bound diti
pseudo stream function can be defined to satisfy continuity in ~ SUPJect to the rectangular, no slip boundary conditions
the cross section as /8y = Rev,/w + v De? yu and — O/ 1+ A oY
Ox = Rev,/w — y De? xu. Substituting the stream function @x=t——, ¢=0 e 0, u=0
definition into the momentum equations and then rearranging *
results in (Thomson, 1996): 1
) and @y = + :AA, Wy =0, —g—‘/’=o, w=0. (3)
1V2u=Re@+Dezy<y@—xQB>+?ﬂ% ’
w Os Ox Oy Ox Oy For negligible viscous dissipation, the steady flow energy
‘ equation may be written as
y Ox X y (1 + A)2\ 9x? dy?
%y 3 oy
+ 2K2w27<y tX— - = s 2 8% y* 0% a0
: + De’ k| AP%* — + =5 ——= —y —
OxQdy Jdy Oy w™y" Ve k x ERr® Dy
8%u 8%u % o6 0% 1+A
—kwy?De* | y? ——= + x*—— + 2u — 2 —x—=-2 + w'y?De? k?
rwys e (y Ox* * dy? . ~ 8x6y> * Ox Y Ox Oy Wy e 2
, (206,08 200
— 3x’wixy 8__1# + kwy(V4y + De? xu?) A Ox dy 1+ Ady
Y

Nomenclature (cont.)

Subscripts

1, 2 ... = order of the component, VX = curl operator, V X & = (1/hihohs)

# = averaged quantity, #

direction {# = unit vector, # éh, &hy  é3h
H = helical component # = dimensional quantity, # X | 010 010¢, 0810,
T = torroidal component #* = dimensionless entry length, # hic ey hsca

0 = partial derivative of
A = step size in a direction
V = gradient operator, V = (1/h)(9/
0808, + (1171)(0/08,)é, +
(1/h3)(0/983)é3
V« = divergence operator, V- ¢ = (1/

m, n = dummy indices
q,r,s,x,y = component in the
designated direction
w = at the wall

¥? = Laplacian operator, ¥2¢c = (1/
bk ) [(O1081) ((hohal hy)(Dcl
081)) + (8/06)((hshy/hy)(Bc/
0&,)) + (8/0&3)((ha/hy)(Oc/
0€3))]

Symbols
V? = Laplacian operator in the x-y

# = arbitrary character, below
#” = second derivative of #
# = vector, #

86 / Vol. 120, FEBRUARY 1998
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hihahs)[(81061) (cihahs) +
(010862) (crhshy) + (O
0&)(cshihy)]

plane, (8%/0x*) + (8%*/9y?)

V* = Biharmonic operator in the x-y
plane, (8*/8x*) + 2(0*/0x*8y*)
+ (8*19y")
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_ 0, AAwPr <@@_a_¢@>

~ % (1 + A2\ 8y x 0x &y
1 y 0% 0%
— — | 2wlyk Re[ 2 A
Pe[ woe e<A Ox0s Oy 0s
1+ Aoo 1 0%
3 ZR - | - = 2_' 4
Ty Ry (’)s] P2 Y Bs? )

The H1 boundary condition, implying axially constant wall heat
flux and peripherally uniform wall temperature, is imposed as

o (5)
Oy y=—(1/2) dy

y=(1/2)
B (&)
+ —_— — —_—

Ox/ |——army 0x / |12y

=(1+A)? at s*>0,
6,=0,*) at s* >0,
and

Ax,y)y=0 at s*=0. (5)

Solution Technique

The velocity field was previously determined for noncreeping
(Re? » 1), low Dean number flows through ducts with small
curvature (x < 1) and relative torsion, at most on the order of
one (y = 1) (Thomson, 1996). The method of successive
approximations was used to convert the two nonlinear equations
into a number of linearized equations. The axial velocity and
pseudo stream function, Egs. (1) and (2), were decomposed
into harmonic and biharmonic equations, respectively. The indi-
vidual equations were solved using known eigenfunction expan-
sions. All equations were converted to the dimensionless square
—t=x= Iand — = y = 4. The pseudo stream function and
velocity are written as

g =~ De® (Yir + yWin) + De* (Yor + yihoma + y*Paus) (6)
and
u =~ uy + De? (wr + yug)
+ De* (uyr + Yo + ¥ tons). (7)
The linear components of the equation are determined as

o= 3 2 Doy cos (2m — 1)mx cos (2n — 1)xy,

m=1 n=1

ir = 2, & Digm cos (2m — 1)7x sin 2nmy,

m=1 n=1

lrz’lT = 2 2 le.mnSm(x)Cn(y)v
m=1 n=1

0 0

iy = 2 2 Dinm sin 2mmx sin 2nmy,

m=1 n=1

‘Ile = 2 2 le,mnCm(x)Cn(y)a

m=1 n=1

Wr = 2 2 Dapun cos (2m — 1)7x cos (2n — 1)y,

m=1 n=1

wZT = 2 2 dZT,mnSm(x)Sn(y)a

m=1 n=1
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= o0

Uas = 2, 2, Dopams sin 2mmx cos (2n — 1)y,

m=1 n=1

l//ZHA = Z 2 dZHA.mnCm(x)Sn(y),

m=1 n=1

Mo = 2, 2, Doppn €08 (2m — 1)mx cos (2n — 1)y,
m=1 n=1

Youp = 2 2 B S (X)Sa(¥),

m=1 n=1

where all of the coefficients of the solution are determined by
substituting into the partial differential equations, separating by
like powers of the Dean number and torsion parameter, and
taking the inner products as described by Thomson (1996).

For large Péclet numbers, the final two terms in Eq. (4) may
be neglected. This is a very reasonable assumption for water
(with Pr ~ 10) in noncreeping flow (as required by the velocity
solution). This assumption eliminates axial conduction from
the equation so marching techniques may be used in the axial
direction. Also, no axial boundary condition is required at the
end of the duct. The axial direction of the energy, Eq. (4), is
discretized using the DuFort-Frankel scheme, which is similar
to that described by Hoffman and Chiang (1993). At each cross
section of the duct, the equation is discretized by a standard
second-order central difference scheme. The gradient boundary
condition in the cross section is enforced by a second-order
forward or backward difference formulation, depending on the
boundary involved. Each step in the axial direction requires the
previous two axial steps. The entry condition is used for the
first two axial steps to preclude the need for a separate starter
algorithm.

The axially local, peripherally averaged Nusselt number, Nu,
can be determined as

Nu (5*) = 1/(8, — Omixea) (8)

where the dimensionless mixed mean temperature is found as

1/2 172 1/2 172
emixed = f f uedXdy / f f udxdy .
—-1/2 ¥ 172 —1/2 ¥ ~1/2

The solution should proceed for a given length of duct or until
the Nusselt number approaches a steady value (thermally fully
developed).

For all of the solutions shown, the cross section of the duct
is discretized using a 41 X 41 grid, which was found to provide
sufficient accuracy in a point successive over relaxation (PSOR)
solution of the velocity ( Thomson, 1996). The maximum allow-
able step size in the axial direction depends on the Dean number,
relative torsion parameter, and cross sectional aspect ratio. The
maximum axial step size used for any of the solutions shown
is As* = 5 X 107°. For combinations of parameters that did
not converge, the step size was decreased until convergence
was achieved. To estimate the error in the results, comparisons
were made between the Nusselt number calculated using the
standard number of grid points and an increased number of grid
points. For each case, the maximum error is shown at several
locations along the entry length (s* = 107*, 1073, 1072, and
107"y, The maximum differences in Nu between a 41 X 41
grid and an 81 X 81 grid (both with As* = 1 X 107°) were
6.3 percent, 4.3 percent, 1.1 percent, and 0.50 percent. The
maximum differences in Nu between As* = 1 X 107 and As*
= 1 X 107% (both with a 41 X 41 cross sectional grid) were
1.8 percent, 0.17 percent, 1.1 X 107% percent, and 1.8 X 107*
percent. The maximum differences in Nu when using a 41 X
41 grid, As* = 1 X 107° and an 81 X 81 grid, As* =
X 107% were 7.1 percent, 4.5 percent, 1.2 percent, and 0.50
percent.
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Fig. 2 Secondary flow (a, b, ¢, d) and axial velocity (e, f, g, h), A =
0.5. (a, e) De = 20, y = 0; (b, f) De = 35, y = 0; {c, g) De = 20, vy = 0.5;
{d, h) De = 35, y = 0.5.

Results and Discussion

A sample solution of the velocity profile is shown in Fig. 2.
It is clear that torroidal effects cause a secondary, two-cell flow
in the duct cross section, similar to that in a circular helical
duct (Thomson, 1996). The fluid in the center of the cross
section has a higher axial velocity than the fluid near the walls.
Inertial effects invoked by the curvature of the duct cause this
fluid to move toward the outside wall, Fluid moves back toward
the inside wall along the upper and lower walls to preserve
continuity within the cross section. Torsional effects distort this
two cell pattern toward a one cell pattern, similar to that found
in a straight twisted duct. While the torsional geometry still
creates cross-sectional flow, less mixing between the center of
the cross section and the walls occurs for higher torsion. These
secondary flow profiles strongly influence the heat transfer in
helical ducts.

The numerical heat transfer method was calibrated with
straight duct flow (k = 0 and y = 0) results made available
by Shah and Bhatti (1987). The solution for the flow through
a straight duct was dependent on only one parameter, A, the
aspect ratio of the cross section. For flow through a torroidal
duct, the Dean number became an additional parameter. The
flow through a helical duct introduced another parameter, the
relative torsion . Ideally, only one additional parameter, the
Prandt]l number, would need to be introduced to the helical flow
solution to characterize the heat transfer effects. (Only results
pertaining to Pr = 10 are shown within.) However, the curva-
ture, k, still appears explicitly in the energy equation. Several
tests were made to see if the curvature really needed to be
varied in subsequent experiments. Figure 3 shows that for a
torroidal duct in the range of Dean numbers available from the
velocity solution, the Nusselt number varies little with curvature
for k = 0.3. The correspondence is better at lower Dean num-
bers. For a helical duct, curvature has a more noticeable effect
on the Nusselt number (Fig. 4). However, the differences de-
crease dramatically in the range of torsion usually encountered
(i.e., y <0.1). More importantly, the differences become negli-
gible as the temperature becomes fully developed. Since the
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Fig.3 Variation of the Nusselt number with curvature in a torroidal duct
(A=05,y=0)....6=0001, — x =01, - - x =03,

explicit effects of the curvature (as opposed to the effects of
the curvature embedded in the Dean number) are nearly negligi-
ble, a constant curvature of k = 0.1 was used for the remainder
of the trials. Fully developed Nusselt numbers for a range of
ducts configurations are shown in Table 1.

The variation of the Nusselt number with the Dean number
in the thermally developing region is shown in Fig. 5 for the
torroidal case. The oscillations in the developing Nusselt num-
ber that appear at higher Dean numbers have been observed for
all cross sections and boundary conditions previously consid-
ered (Shah and Joshi, 1987). For a straight duct without the
secondary flow, the peripherally averaged Nusselt number as-
ymptotically decreases as the fluid near the wall warms up.
Propagation of the heat from the wall into the interior is due to
conduction alone for the constant property straight duct case.
For the torroidal duct, however, the cross flow from the velocity
solution brings cooler fluid (not yet appreciably affected by
conduction) from the interior of the duct toward the outside
wall. The cooler fluid impinging on the outside wall causes an
increase in the Nusselt number until the warmer fluid originally
near the inside wall reaches the outside wall. Smaller oscilla-
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Fig. 4 Variation of the Nusselt number with curvature in a helical duct
(A=05De=20)....6=0001,—sx=01,~--x =03
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Table 1 Fully developed Nusselt numbers for helical ducts, H1 boundary condition

Nufullx developed
De=5 De =20 De =35
A [y=0 y=005 y=01 y=02]|y=0 y=005 y=01 y=02|y=0 y=005 y=01 y=02
1/10 6.79 6.78 6.76 6.69 6.80 6.72 6.58 6.35 7.14 6.72 6.40 6.12
1/5 575 5.75 5.74 5.71 5.95 5.86 5.74 5.53 713 6.03 5.71 5.61
1/3 4.81 4.81 4.81 4.80 5.60 5.12 4.90 4.70 7.62 5.26 4.94
172 4.14 4.14 4.14 4.13 571 4.51 4.24 4.09 7.86 4,71
2/3 3.82 3.82 3.81 3.80 579 4.18 3.88 3.73 8.08
3/4 3.74 3.74 3.73 3.71 5.78 4.09 37 3.60 8.18
9/10 3.67 3.66 3.65 3.63 5.72 4.01 3.66 3.46 8.23
1 3.66 3.65 3.64 3.62 5.67 4.01 3.64 3.42 8.11
10/9 3.67 3.67 3.66 3.63 5.61 | 4.04 3.65 3.44 7.86
4/3 3.75 3.75 3.74 3.71 5.50 4.15 3.76 3.57 7.17
372 3.83 3.83 3.82 3.80 5.44 4.26 3.87 3.70 6.72 3.89
2 4.15 4.15 4.15 4.14 5.38 4.54 4.23 4.07 6.13 4.48 4.19
3 4.81 4.81 4.81 4.80 5.40 5.02 4.86 4.68 6.37 5.07 4.84 4.96
5 5.75 5.75 5.74 571 5.89 5.80 5.70 5.51 6.40 5.82 5.62 5.54
10 6.78 6.78 6.76 6.70 6.82 6.72 6.57 6.34 7.02 6.63 6.34 6.09
15 T ' T T T T T T T T T T 15

LRI

O 1 1 1
107 10 10"
g*
Fig. 5 Variation of the Nusselt number with the Dean number in a torroi-
dal duct (A = 0.5, ¥ = 0), —— De = 5, -*- De = 10, -O- De = 20, -+- De
= 30, -X- De = 40.

tions occur when other cool pockets impinge on the wall. A
stronger secondary flow, present at moderate Dean numbers,
results in larger oscillations. At higher Dean numbers, the oscil-
lations decrease in magnitude because mixing results in weaker
transient cool pockets. The oscillations eventually damp out to
a Nusselt number higher than the straight duct value due to the
continual mixing of the fluid in the cross section.

For rectangular cross sections of any aspect ratio, increasing
the Dean number causes a significant increase in the Nusselt
number for the torroidal configuration. However, previous re-
sults (Thomson, 1996) showed that the movement of the higher
velocity fluid toward the outside wall increases the friction fac-
tor in these ducts as well. To determine whether a torroidal
configuration is beneficial for heat transfer, a comparison be-
tween these effects must be made. For example, raising the
Dean number from 5 to 40 for a cross section of A = 0.5 causes
the fully developed Nusselt number to increase by 100 percent,
while the friction factor is increased by only 10 percent. Thus,
the secondary flows in these hypothetical torroidal ducts sig-
nificantly enhance the heat transfer characteristics for a minimal
increase in required pumping.

Journal of Heat Transfer

0 |
10° 107 10"
g¥

ol 1 1 |

Fig. 6 Variation of the Nusselt number with the Dean number in a helical
duct (A = 0.5). —— De = 5, -*- De = 10, -O- De = 20, -+- De = 30.

The necessity of a real duct configuration requires nonnegligi-
ble torsion to be included in the analysis. For very small torsion,
the limit provided from the torroidal solution is approached.
For larger torsion, however, the Nusselt number changes dra-
matically. As seen in Fig. 6 for the case of moderate torsion,
even at higher Dean numbers the Nusselt number drops consid-
erably compared to the torroidal duct. This should be expected
from the velocity profile. While secondary flow still occurs for
the helical duct, less flow is directed from the interior toward
the walls. Moreover, the friction factor increases in a helical
duct compared to a torroidal duct (Thomson, 1996). This means
that extreme helicity should be avoided in applications where
heat transfer needs to be enhanced while minimizing the pump-
ing requirements. The duct should be shaped as close to the
torroidal model as physically possible.

The variations of the Nusselt number for several cross-sec-
tional aspect ratios are shown in Figs. 7 and 8. As expected
from the straight duct results, cross sections with more extreme
aspect ratios generally have greater Nusselt numbers at smaller
Dean numbers because of the shorter distance of the center to
the closest wall. For these smaller Dean number cases with less
secondary flow, the orientation of the cross section with respect
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Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



llllll T I lIIllIl 15

De =35

(3vesss O esosser e

) .'. s e
H g g

ST o
15— -3
Fy
Z \\:§'» 5
N, X
10 —0

O e et e oo aee e oo

“""*--—...*.......x.—.
e ~"°“*-~e~.....e.:
0 1 AR | | Lol
-3 -2 -1
10 10 10

g

Fig. 7 Variation of the Nusselt number with the aspect ratio of the cross
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Fig. 8 Variation of the Nusselt number wnh the aspect raﬂo of the cross
section in a helical duct (De = 20). = 04, - A =02,
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to the axis of the helix is not important. For larger Dean numbers
with purely torroidal flow or small torsion, the horizontal align-
ment (i.e., with the longer length of the cross section perpendic-
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Fig. 9 Variation of the Nusselt number with the relative torsion parame-
ter in a helical duct (A = 0.5, De = 20). — y = 0, -*- y = 0.01, -O- y
= 0.05, -+- 7 = 0.1, =X~ y = 0.2,

ular to the axis of the helix) results in increased heat transfer
compared to the vertical alignment. This is due to the greater
centrifugal effect of this configuration, which increases the mag-
nitude of the secondary velocity. The cross-sectional aspect
ratio required for an optimal Nusselt number is Dean number
dependent. At smaller Dean numbers, more extreme cross sec-
tions give greater Nusselt numbers than less extreme cross sec-
tions because the distance to the closest wall is small. As the
Dean number increases, the Nusselt number of less extreme
cross sections increases faster since the greater mixing decreases
the importance of physical distance from the wall. The hori-
zontal alignment also allows better stacking, resulting in lower
torsion parameters than are physically possible for the vertically
aligned ducts. As torsion increases, it begins to dominate the
secondary velocity profile, and the cross section’s angle of ori-
entation loses significance when compared to the aspect ratio.
The effect of the relative torsion parameter on the Nusselt
number is shown explicitly in Fig. 9. For the torroidal duct,
increasing the Dean number increases the Nusselt number. As
the torsion is increased, however, the heat transfer does not
increase as much at higher Dean numbers. Increasing the torsion
further may actually cause the heat transfer to be worse than in
a straight duct. While this may seem counter intuitive, it can be
explained as follows. For straight rectangular ducts, the center is
only half the distance of the shortest side (say a) away from
the walls. Heat must propagate through a before the center is
affected. For the twisted profile that the torsion causes in ex-
treme helical ducts, the fluid near the walls tends to remain near
the walls (as in straight duct flow). Moreover, since the fluid
continuously rotates about the center, the fluid, initially only a
away from the center, will also be b and (a* + b%)'/? (for
example) away from the center at certain locations along the
axial length. The fluid in the center can effectively be at an
angularly averaged distance which is larger than a or b.

Conclusion

The continuity, momentum, and energy equations were writ-
ten in the revised helical coordinate system. Boundary condi-
tions were established corresponding to a helical duct of rectan-
gular cross section. Simplifying assumptions included a fully
developed velocity profile; time independent, laminar flow; tem-
perature independent properties; and constant heat flux (H1)
boundary condition. The assumptions uncoupled the energy
equation from the momentum and continuity equations. A pre-
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viously determined velocity profile, valid for fully developed
low Dean number flows, was used in the analysis.

The energy equation was discretized using the DuFort-Fran-
kel finite difference method. Preliminary tests indicated that the
curvature of the duct did not alter the Nusselt number signifi-
cantly (as an independent parameter) for the small curvatures
allowed by the velocity solution. However, the curvature of the
duct is important in its effect on the Dean number.

Various helical and torroidal ducts were investigated. The hy-
pothetical torroidal duct was found to have a large increase in
the Nusselt number with a mild increase in the friction factor
compared to a straight duct of the same cross section. The oscilla-
tory pattern in the developing Nusselt numbers observed by other
investigators was observed in the present solution as well. Tor-
sion in the duct decreases the heat transfer characteristics while
increasing the friction factor compared to a torroidal duct. The
nonplanarity of the helical coil should be minimized if the Nusselt
number is to remain high. Also, a rectangular duct with its longer
side oriented horizontally (perpendicular to the axis of the helix)
was seen to have increased heat transfer compared to a duct with
a vertically oriented cross section. Since this also allows the
torsion of the duct to be reduced by decreasing the pitch of the
helix, this arrangement is very beneficial.
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Spray Cooling Enhancement by
Addition of a Surfactant

An experimental study was done on the effect of dissolving a surfactant in water sprays

Y. M. Qiao

S. Chandra

chandra@mie,utoronto.ca

used to cool a hot surface. A copper surface was heated to an initial temperature of
240°C and then rapidly cooled using a spray of either pure water or an aqueous
solution containing 100 ppm by weight of sodium dodecyl sulfate. The variation of

surface temperature was measured during cooling, and spray impact was photo-
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graphed. Addition of the surfactant was found to enhance nucleate boiling hear flux
by up to 300 percent. The surfuce temperature required to initiate vapor bubble
nucleation was reduced from 118°C to 103°C. These effects were attributed to the
surfactant promoting bubble nucleation and foaming in spray droplets. Nucleate

boiling heat transfer enhancement was observed at all liquid mass fluxes and droplet
velocities in the range of our experiments. The surfactant slightly reduced transition
boiling heat transfer, and also reduced the temperature at which spray droplets
started to wet the surface. Changing the orientation of the surface with respect to
gravity had no effect on heat transfer.

1 Introduction

Spraying droplets of water on a hot surface provides very
high heat transfer rates at a relatively low surface temperature,
making spray cooling a very useful technique in a number of
industrial applications such as the quenching of metal slabs
during continuous casting, emergency core cooling of nuclear
reactors, electronic cooling, and fire extinguishment using sprin-
kler systems. The importance of these applications has moti-
vated research into understanding the mechanism of heat re-
moval by sprays and developing methods to enhance heat trans-
fer. One method of improving spray cooling efficiencies, into
which little research has been done, is by dissolving additives
(such as surfactants) in the water. :

Adding surfactants, commonly known as ‘‘wetting agents,”’
to water sprays is known to improve their fire suppression abili-
ties (Bryan, 1993). However, the mechanism by which this
happens is not well understood. Most experimental studies into
the use of additives to enhance boiling heat transfer have investi-
gated pool or flow boiling rather than spray cooling. All these
studies have shown that heat transfer is significantly enhanced
by the addition of a surfactant. However, there is no agreement
as to the mechanism responsible for this increase and several
conflicting theories have been proposed. Much of the experi-
mental data has been tabulated and discussed by Wu et al.
(1995). The earliest hypothesis was that reduction in surface
tension caused by the surfactant enhances nucleate pool boiling
(Morgan et al. 1949). However, additives that did not change
surface tension were also found to promote pool boiling (Low-
ery and Westwater, 1957; Jontz and Myers, 1960) suggesting
that the increase in heat transfer was due to solute particles
promoting nucleation in the liquid. Heat transfer to water films
flowing on heated vertical plates was found to increase linearly
with surfactant concentration (Shah and Darby, 1973), but the
increase in heat transfer could not be correlated with changes
in surface tension and was attributed to foaming in the liquid.
Despite this, Shibayama et al. (1980) measured heat transfer
from a hot surface to an impinging water jet and correlated
increases in heat transfer coefficient due to adding surfactants
with reductions in surface tension. Other proposed reasons for
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heat transfer enhancement include the following: local increases
in viscosity because of the surfactant (Dunskus and Westwater,
1961); changes in ‘‘dynamic surface tension’’ because of varia-
tion in surfactant concentration at the surface of expanding
vapor bubbles (Yang and Maa, 1983; Tzan and Yang, 1990;
Yang, 1990); and increased convection at the heater surface
(Frost and Kippenhan, 1967; Ammerman and You, 1996)

To determine which of these effects is relevant to spray cool-
ing, we have examined in an earlier study (Qiao and Chandra
1997) the effect of adding a surfactant (sodium dodecyl sulfate
(SDS)) to 2 mm diameter water droplets deposited individually
on a hot stainless steel surface. Experiments were done using
solutions containing 100 ppm and 1000 ppm by weight of sur-
factant, and the results compared with those for droplets of pure
water. Addition of the surfactant significantly enhanced nucleate
boiling heat transfer so that the lifetime of surfactant solution
droplets placed on a heated surface was only about a third of
those of pure water. Photographs of droplets showed that addi-
tion of a surfactant to water reduces surface tension and liquid-
solid contact angle and promotes nucleation of vapour bubbles
and foaming. Each of these effects was examined in turn to
determine which was responsible for heat transfer enhancement.
Earlier studies (Roy Chowdhury and Winterton, 1985; Wang
and Dhir, 1993) have demonstrated that reduction of liquid-
solid contact angle (from 90 deg for pure water to 55 deg for
100 ppm SDS solution and 20 deg for 1000 ppm SDS solution)
diminishes rather than augments nucleate boiling since it makes
it easier for the liquid to flood cavities in the heated solid
surface, suppressing heterogeneous nucleation caused by vapour
trapped in these cavities. Furthermore, increased heat transfer
could not be correlated with surface tension changes. Adding
100 ppm of the surfactant produced very little change in surface
tension (reducing it by 4 percent), while greatly increasing
heat flux; adding 1000 ppm produced a large change in surface
tension (reducing it by 30 percent), with little additional in-
crease in heat transfer. It has previously been shown (Lowery
and Westwater, 1957) that dissolving additives that do not affect
surface tension in methanol can increase boiling heat transfer.
Jontz and Myers (1960) found that organic additives, not neces-
sarily surfactants, that have molecules large enough to act as
critical-sized nuclei promote bubble nucleation. We concluded
(based on inspection of droplet photographs) that the principal
effect of the surfactant was to promote homogeneous nucleation
of vapour bubbles throughout the bulk of the liquid drop. Sur-

Transactions of the ASME

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


mailto:chandra@mie.utoronto.ca

factants also produce foaming in the liquid and enhance surface
wetting, which further enhances heat transfer.

Our objective in the present study was to determine whether
addition of a surfactant, which increased boiling heat transfer
in single droplets, could also enhance spray cooling efficiency.
We observed the quenching of a flat 25.4 mm diameter copper
surface using a water spray. Experiments were done using both
pure water and aqueous solutions containing 100 ppm by weight
of sodium dodecy! sulfate (SDS). We did not attempt to use
higher concentrations of surfactant since single droplet experi-
ments (Qiao and Chandra, 1997) have shown that increasing
surfactant concentration produces little additional heat transfer
enhancement. The hot surface was cooled from an initial tem-
perature of 240°C, when spray droplets were in a state of film
boiling and did not wet the surface, to below 100°C, when
nucleate boiling ceased. We varied the water mass flux (0.5 or
2.8 kg/m?s), mean impact velocity of droplets in the spray (17,
20, or 23 m/s), and orientation of the test surface with respect
to gravity (facing up, down, or vertical) in our experiments.
We recorded the variation in test surface temperature, and from
these measurements calculated the surface heat flux. Spray im-
pact on the surface was photographed using both 35 mm and
video cameras.

2 Experimental Method

Figure 1 is a schematic diagram of the apparatus used for
spray cooling experiments. The spray nozzle and test surface
were enclosed in an aluminum chamber (152 mm long X 152
mm wide X 254 mm high) which was mounted on a rotation
stage so that the orientation of the test surface with respect to
gravity could be varied. The front of the chamber was kept
open, while a clear plastic window in the rear wall allowed the
test surface to be illuminated by a video light.

Water was supplied by a turbine pump to the spray nozzle
via stainless steel tubing after passing through a 60 micron filter.
The water delivery pressure was measured by a pressure gauge
{with an uncertainty of =7 kPa) located near the spray nozzle,
and it was adjusted by a pressure regulator. The water flow rate
was measured by a flowmeter and could be controlled with a
resolution of 1 ml/min by a micrometer valve. Any excess flow
was recirculated through a release valve to the liquid supply
tank.

The cooled surface was the flat face of a 25.4 mm diameter
copper cylinder, electroplated with a 10 um thick layer of nickel
to prevent oxidation. It was placed at a distance of 50 mm from
the nozzle tip, centered along the axis of the spray. Four 0.5
mm diameter chromel-alumel (type K) thermocouples were
inserted into holes drilled 6.35 mm apart along the axis of the
cylinder, with the top hole positioned 0.4 mm below the spray
cooled surface. The holes were filled with a high thermal con-
ductivity paste before inserting the thermocouples to minimize
thermal contact resistance. The lower end of the cylinder was
bolted to a copper heater block that housed two 500 W cartridge
heaters. Power to the cartridge heaters was regulated by a tem-
perature controller, holding the surface temperature constant to
within +1°C before water was sprayed on it. The heater block
was insulated with mineral wool to reduce heat losses. The
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Fig. 1 Schematic diagram of the spray cooling apparatus

sides of the cylindrical test surface were insulated with mineral
wool to reduce heat losses. The sides of the cylindrical test
surface were insulated with a silicone rubber sheet machined
to the required shape; it provided a seal sufficient to prevent
any leakage of water into the heater block. Water running off
the surface was removed from the chamber through a drainage
tube.

Two commercially available full-cone spray nozzles (Unijet
TG 0.6 and 0.7, Spray Systems Co., Wheaton, Iilinois) were
employed to achieve two different values of liquid mass flux
(m,) sprayed on the test surface: 0.5 and 2.8 kg/m?, respec-
tively. The nozzles provided uniform coverage over the test
surface. The mass flux of water was measured by replacing the
test surface with a copper tube whose internal diameter was the
same as the diameter of the surface. The spray was turned on and
water flowing through the tube collected in a 100 ml measuring
cylinder. The time required to fill the cylinder was recorded,
and the spray mass flux calculated by dividing the mass of water
in the cylinder by the filling time and the test surface area. The
error in this measurement of m; was estimated to be *4 percent.
When surfactant was added to the spray water the change in
measured mass flux was found to be less than the uncertainty
in measurement.

The mean velocity of droplets impacting on the test surface
(U,) was estimated by using a simple energy balance analysis
developed by Ghodbane and Holman (1991), which we ex-
tended (Qiao, 1996) to include gravitational potential energy.
The droplet impact velocity was calculated from the following
equation:

172

U,n=<UZ+H—E—U-—2ghSin(a)> . (1)
4 pdos

Only the second term on the right hand side of Eq. (1) (2Ap/
p) was significant in our experiments: neglecting the other three
produced an error of less than 1 percent. We used three different
nozzle pressures (138, 207, and 276 kPa) to obtain mean droplet
velocities of 17, 20, and 23 m/s, respectively. In this pressure
range the measured mass flux remained constant for a given
nozzle, within the resolution of our measurement. Increasing

d = droplet diameter (m)
dos = mass median droplet diameter (m) T,
ds, = Sauter mean diameter (m) T

g = acceleration due to gravity (m/s?)

h = distance from nozzle to surface (m)
m, = spray mass flux (kg/m?)

Ap = pressure drop across spray nozzle
(kPa)

/I

&
!

nozzle (m/s)
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q” = surface heat flux (W/m?)
liquid temperature (°C)

surface temperature (°C)

= mean velocity of water entering

Greek Symbols

o = angle of inclination of the surface
with respect to gravity [°]

p = density [kg/m?]

o = surface tension [N/m]

U,, = mean droplet impact velocity (m/s)
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pressure increased the spray cone angle rather than the mass
flux along the axis of the spray.

Spray cooling experiments were done using both pure water
and solutions containing 100 ppm by weight of surfactant. The
surfactant used was sodium dodecy! sulfate, which is available
as a powdered solid. Fresh surfactant solution was prepared
before each experiment by weighing and dissolving 80 mg of
surfactant in 800 g of water which had been distilled immedi-
ately before use to minimize the presence of dissolved gases.

A transient spray cooling experiment was started by cleaning
the test surface with metal polish and washing it first with
acetone and then with distilled water. The heaters in the heater
block were powered until the surface temperature, as measured
by the uppermost thermocouple, reached 240°C. The heaters
were then switched off and the water pump activated, with a
metal plate held in front of the nozzle to block the spray. Once
the water pressure at the nozzle inlet reached a steady value,
the metal shield was withdrawn and the spray was allowed to
hit the surface. Water impinging on the test surface quenched
it to a temperature below 100°C in a period of 10 s—100 s,
depending on the spray parameters used. Signals from the ther-
mocouples inserted into the surface were amplified and recorded
using a data acquisition system during spray cooling.

Though most of the tests we did were on transient cooling,
a limited number of steady-state surface cooling experiments
were also carried out. In these, the water spray was started
before heating the surface. The heaters were then switched on
and the voltage applied to the heaters was slowly increased,
using a transformer, until the temperature of the heater block
reached steady state. The increase in power supplied to the
heaters (measured directly using a wattmeter) equaled the heat
transfer to the impinging spray. Also, the temperature profile
below the heated surface was linear, and surface temperature
and heat flux could easily be calculated. The steady-state heat
flux at a given surface temperature was found to be very close
to that calculated in the transient cooling experiments, the differ-
ence between the two being less than the uncertainty in measure-
ment of heat flux.

Photographs of spray droplets impacting on the hot surface
were taken using a 35 mm camera. The 35 mm camera was
equipped with a motordrive that could advance the film at
speeds of up to 6 frames per second. A 850 Watt Halogen video
light was used to provide illumination. The rear window of the
spray chamber was covered with white paper to diffuse the
incoming light. Photographs were taken using Kodak TMAX
400 film and exposure times ranging from 1/250 to 1/1000 s,
with the lens aperture set to f-22. The camera was triggered
manually using an electronic circuit that simultaneously sent a
signal to the data acquisition system recording surface tempera-
tures. Therefore, the exact time and surface temperature at

. which each photograph was taken could be ascertained. Spray
impingement on the hot surface was also recorded using a video
camera.

To determine whether adding a surfactant had any significant
effect on spray atomization, droplet size distributions in sprays
were measured using a Malvern 2600 particle analyzer. This
instrument uses a 9 mm diameter laser beam to probe the spray,
which was aligned perpendicular to the axis of the spray nozzle
50 mm from its tip (the location of the test surface). Diameters
of all droplets passing through this beam are recorded by the
particle analyzer and averages calculated. The uncertainty in
droplet diameter measurement was *5 um.

3 Results and Discussion

Adding 100 ppm of surfactant produced negligible changes
in properties such as density and viscosity, and reduced the
surface tension by only 4 percent (Qiao and Chandra, 1997). In
fact, experiments on deformation of surfactant solution droplets
during impact on a solid surface (Pasandideh-Fard et al., 1996)
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suggest that the surface tension of a freshly exposed surface, to
which surfactant has not had time to migrate, may approach
that of pure water. We therefore did not expect the surfactant
to have a significant influence on droplet size distributions in
the spray. Measurements with a particle size analyzer confirmed
that this was indeed the case. Figure 2 shows the droplet size
distribution in a spray produced by the TG 0.6 nozzle at two
different pressures— 138 and 276 kPa. At both pressures addi-
tion of a surfactant produced a small increase in droplet size.
Averaging of droplet diameters showed that the Sauter mean
diameter (ds,, defined as the diameter of a drop whose volume-
to-surface-area ratio is the same as that for the entire spray)
increased by approximately 10 percent when surfactant was
added to the spray water. This was true over a wide range of
pressures, as seen in Fig. 3 which displays the variation of ds,
with nozzle inlet pressure. Each symbol in Fig. 3 represents the
average of three measurements; the variation between then was
less than *2 um.

A variation of 10 percent in droplet size has a negligible
effect on spray cooling heat transfer. Extensive spray cooling
experiments by Mudawar and Valentine (1989) and Klinzing
et al. (1992), using nozzles and spray parameters similar to
those used in our experiments and a wide range of droplet
diameters (d3; varying from 0.4 to 2 mm), showed that nucleate
boiling heat flux was independent of droplet size. The correla-
tions they proposed to predict heat transfer do not include drop-
let diameter as a parameter. Hoogendorn and den Hond (1974)
also found that varying Sauter mean diameters in the range 0.2
to 1 mm had little impact on spray cooling. Yao and Choi
(1987), studying cooling using monodispersed sprays, came to
a similar conclusion. We therefore assumed that any spray cool-
ing enhancement caused by a surfactant is because of its influ-
ence on boiling, rather than changes to the droplet size distribu-
tion.

Figure 4 displays typical temperature measurements made
during spray cooling of a surface using pure water with a mass
flux m; = 0.5 kg/m?s. The temperature variation recorded by
each of the four thermocouples (7, to T,) is shown. Prior to
cooling, the surface was heated to 240°C until steady state was
reached. At this time, temperature gradients in the test surface
were very small: temperatures measured by the four thermocou-
ples differed by less than 1°C. Time ¢t = 0 marks the instant
that the spray was turned on. The temperature measured by the
thermocouple closest to the surface (7,) dropped from 240°C
to 110°C in approximately 100 s.

Figure 5 shows the surface heat flux (¢”) and temperature
(T,,) during spray cooling, calculated from the interior tempera-
ture measurements of Fig. 4 using the sequential function speci-
fication method (Beck et al., 1985) to solve the inverse heat

water, 27&1(]’&:

surfactant, 276 kPa

water, 138 kPa

= pure water
surfactant solution

surfactant, 138 kPa

% of droplets with diameter <d
w
S

0.01 0.1 1 2
droplet diameter, d (mm)

Fig.2 Droplet size distribution in sprays of water and surfactant solution
at nozzle pressures of 138 and 276 kPa
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conduction problem. Details of the calculation procedure have
been given by Qiao (1996). The accuracy of our temperature
measurements were estimated to be +0.5°C, and the locations
of the thermocouples could be established to within £0.15 mm.
An error analysis (Qiao, 1996) showed that these uncertainties
could create an error in our calculation of heat flux of, at most,
10 percent, with the largest errors occurring at the start and-end
of cooling where the relative magnitude of heat flux was small.
At an initial surface temperature of 240°C, spray droplets were
in a state of film boiling, bouncing off the surface after impact,
and the heat flux was low (¢"” = 0.08 MW /m?). Heat transfer
to the spray was in the transition boiling regime for 140°C <
T, < 200°C, and surface heat flux increased rapidly until it
reached its maximum value, called the critical heat flux (CHF),
at T,, = 140°C. Heat transfer at lower surface temperatures was
by nucleate boiling, and g" decreased with further reductions
in surface temperature.

Photographs taken of the test surface during spray cooling
under the same conditions as those in Figs. 4 and 5 are shown
in Fig. 6, in which each column shows successive stages during
quenching of the surface using sprays of both pure water (col-
umn ¢) and. surfactant solution (column »). When quenched
with pure water, the temperature of the test surface, initially at
240°C, began to decrease relatively slowly after the spray started
(see Fig. 5, 0 < r < 60 s). Spray droplets were in a state of
film boiling and contacted the surface only momentarily before
rebounding. The residence time of droplets on the surface was
much less than the exposure time of the photographs we took
of the impacting spray: therefore, no droplets are visible on the
surface at 240°C in Fig. 6. Droplets were first seen on the
surface at T,, = 185°C for pure water sprays, which is very
close to the so-called ‘‘rewetting temperature’” measured for
falling films of water on a copper surface (Yu et al,, 1977).
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Fig. 4 Surface temperatures recorded by four thermocouples (T, to T,)
inserted in the test surface during spray cooling using pure water
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Fig. 5 Calculated surface heat flux and temperature during spray cool-
ing with pure water (mass flux m, = 0.5 kg/m?s)

Since the liquid-solid contact angle for pure water droplets is
large (~90 deg, droplets after impact did not spread but re-
coiled, finally coming to rest as hemispherical liquid masses
on the surface (see Fig. 6(a) at 184°C) instead of forming a
continuous liquid film on the surface. The size of droplets on
the surface increased as impinging droplets coalesced with
them. The estimated average volume of droplets visible on the
surface at 160°C in Fig. 4(a) was approximately three times
that of a median sized droplet in the spray. The CHF point (T,
= 140°C) corresponded to the appearance of liquid patches on
the periphery of the surface, formed by the agglomeration of
droplets (Fig. 6(a) at 135°C). The thin liquid film, which was
in a state of nucleate boiling, prevented direct contact between
impinging droplets and the metal surface so that heat transfer
was progressively reduced as larger portions of the surface be-
came covered with liquid. Ultimately, as the surface temperature
fell below 118°C, which was the minimum required to initiate
boiling, nucleation was suppressed and the surface was covered
by a continuous layer of water (Figure 6(a) at 105°C).
Adding a surfactant to the water in the spray made several
visible changes to the quenching process. Photographs taken of
a surface cooled with surfactant solution are displayed in Fig.
6(b). The temperature at which droplets were first seen on the
surface was reduced to 175°C, from the value of 185°C mea-
sured for pure water. Experiments on the boiling of single drops
on a hot surface (Qiao and Chandra, 1997) have shown that
the presence of a surfactant promotes homogeneous nucleation
of vapor bubbles in the bulk liquid, but at the same time hetero-
geneous nucleation at the liquid-solid interface is suppressed
because the liquid-solid contact angle decreases. The net effect
of adding the surfactant was to reduce the so called ‘‘Leidenfrost
temperature’” above which droplets were in stable film boiling.
It is possible that the surfactant had a similar effect on spray
droplets, reducing the temperature at which droplets rewet the
surface. At lower surface temperatures the number of droplets
observed on the surface was greater, and their size smaller, than
in the case of pure water, indicating that the surfactant reduced
coalescence of spray droplets after impact. In addition, the
amount of light reflected from the surface being photographed
appeared to be reduced by adding a surfactant to the spray water
(see Fig. 4(a) and (b) at 160°C). Adding 100 ppm of surfactant
to water decreases the liquid-solid contact angle from 90 deg
to approximately 55 deg (Qiao and Chandra, 1997), increasing
surface wetting. It is likely, therefore, that adding the surfactant
reduced coalescence of droplets, which instead spread on the
surface creating a thin liquid film that reduced the reflection of
incident light. Finally, during nucleate boiling the surfactant
produced vigorous foaming in the water film covering the sur-
face (Fig. 6(b) at 115°C). Bubble nucleation could not be
observed in the pure water spray below a surface temperature
of 118°C; however, bubbles could be seen in the surfactant
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Fig. 6 Photographs taken of test surface during spray cooling using: (a) pure water and (b) surfactant solution

solution spray at surface temperatures as low as 103°C (Fig.
6(b) at 103°C). .

The effect of adding a surfactant on spray cooling heat trans-
fer is shown in Fig. 7, where the measured variation of surface
heat flux with surface temperature is plotted for both pure water
and surfactant solution at two different mass fluxes (m; = 2.8
kg/m? and 0.5 kg/m?s). The most significant effect the surfac-
tant had on boiling heat transfer was to substantially increase
both the nucleate boiling heat.flux and critical heat flux (CHF)
during spray cooling: for surface temperatures between 100°C
and 120°C, the surface heat transfer rate was increased by up
to 300 percent. These results agreed with earlier experiments
on the evaporation of single droplets of water in which SDS
had been dissolved (Qiao and Chandra, 1997), where it was
found that the surfactant promoted homogeneous nucleation in
droplets and enhanced nucleate boiling. The observation that
the superheat required to initiate nucleate boiling was reduced
by adding SDS (from a surface temperature of 118°C to 103°C)
is also consistent with an increase in bubble nucleation rate
because of dissolved surfactant molecules. Because of the in-
creased rate of vapor production the critical heat flux, above
which the liquid is in a state of transition boiling, occurs at a
lower surface temperature (see Fig. 7).

Heat transfer in the transition boiling region was found to be
slightly reduced by the addition of surfactant (e.g., see Fig. 7
for m, = 2.8 kg/m%, 160°C < T, < 200°C). This effect,
though small, was consistently reproducible. At such high wall
superheats spray droplets impact on the surface only momen-
tarily before rebounding. Heat transfer from the surface to im-
pinging droplets occurs largely because of heterogeneous bub-
ble nucleation at the liquid-solid interface. The surfactant de-
creases the liquid-solid contact angle from 90 deg to 55 deg,
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thereby reducing the heterogeneous nucleation rate by several
orders of magnitude (Yao and Henry, 1976). Photographs of
single droplets impacting a hot surface (Qiao and Chandra,
1997) have confirmed that heterogeneous bubble nucleation is
reduced by dissolving a surfactant.

The effect of adding a surfactant on surface temperature vari-
ation during quenching is shown in Fig. 8 for both m, = 0.5
and 2.8 kg/m?s. Starting from an initial temperature of 240°C,
the cooling rate was relatively slow initially because spray drop-
lets were in transition boiling and rebounded off the surface
after impact. The rewetting temperature for pure water (marked
on Fig, 8) was approximately 185°C, and did not change with
liquid mass flux. Addition of SDS reduced the rewetting temper-

2.5
o a a o O pure water
o D surfactant solution
o« .
) 2
:Q:I.S
N
i
H
0.5 e
0 L 1 1 1 L -
100 120 140 160 180 200 220 240

surface temperature, 7, (°C)

Fig. 7 Effect of a surfactant on spray cooling heat transfer at two differ-
ent mass fluxes (mean impact velocity U,, = 20 m/s)
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Fig.8 Effect of adding a surfactant on the surface temperature variation
during spray cooling. Both the rewetting temperature and the incipient
nucleation temperature were reduced by the surfactant.

ature to 175°C. Once rewetting occurred, heat transfer was by
nucleate boiling and the surface cooling rate increased. Cooling
was more rapid when surfactant solution was used instead of
pure water, a result of the surfactant increasing nucleate boiling
heat transfer. The surface cooling rate again decreased when its
temperature fell below the minimum required to sustain nucleate
boiling. This temperature was 118°C for pure water sprays and
was independent of liquid mass flux. Nucleate boiling persisted
to temperatures as low as 103°C when surfactant was added to
the water. The termination of nucleate boiling coincided with
the surface being flooded by liquid (see Fig. 6).

Spray cooling experiments were conducted to investigate the
effect of droplet velocity on heat flux. Figure 9 shows our
measurements of heat flux at three different values of mean
droplet impact velocity (17, 20, and 23 m/s), holding m, con-
stant at 2.8 kg/m?s. Tests were done using both pure water and
surfactant solution. Increasing impact velocity enhanced heat
transfer for surface temperatures above 120°C when the surface
was not flooded. At lower temperatures most of the surface was
covered with a liquid film. Droplets impacted on top of this
film and their velocity had relatively little effect on heat transfer
from the surface. Our observations confirm the findings of Mu-
dawar and Valentine (1989) and Klinzing et al. (1992) who
reported that nucleate boiling heat transfer during spray cooling
depends only on surface temperature. They correlated their heat
flux measurements with the following equation:

q" = 187 X 107%(T,, — T)*%, (2)

where ¢” is in W/m?, and (7T,, — T,) is in °C. Equation (2)
accurately predicts our measured values of heat flux (see Fig.

/ 0.56x 10°3 (T, )
2.5 i 7‘// 187 X 1073 (T, Ty> %5
hE ;...- = % o .
3 skt A
% 2 0% 0o % o®
- hooo 4 g
B LI
AAA
Tis N
s @,
g ‘ﬁo
N |
A g
8 [N
E water  surfactant
3 o ® U,=Bms
05 O ® U,=20ms
A A U,=17ms
0 J 1 1 L 1 L
100 120 140 160 180 200 220 240

surface temperature, 7, (°C)

Fig. 9 Effect of surfactant addition on spray cooling heat transfer at
three different values of mean droplet impact velocity (U,,). The liquid
mass flux m, = 2.8 kg/m?s.

Journal of Heat Transfer

0.7
surfactant
m‘/ solution
0.6 a" nﬂg O  facing down
o O vertical
& A faci
G oslhe ,‘Eﬁ& acing up
o B g
: s a8,
< 040 0
o e 3
]
E 03 &
p:
§ 02 pure water
E
0.1

0 I i | ) L L
100 120 140 160 180 200 220 240

surface temperature, TW (°C)

Fig. 10 Effect of surface orientation on spray cooling heat transfer using
both pure water and surfactant solution. The liquid mass flux m, = 0.5
kg/m?Zs and mean impact velocity U, = 20 m/s.

7). However, our measurement of the critical heat flux was
only about half that observed by Mudawar and Valentine
(1989), even though the spray parameters in our experiments
were similar to theirs. The difference may be due to due to
differences in surface roughness and wettability, which are
known to have a strong influence on CHF in spray cooling
(Pais et al., 1992). Addition of the surfactant enhanced nucleate
boiling at all velocities in the range of our experiments. Our
measurements of nucleate boiling heat flux during spray cooling
with a surfactant solution could be correlated by an expression
similar in form to Eq. (2):

q" =056 x 107°(T,, — T))S. (3)

Changing surface orientation with respect to gravity had no
measurable effect on heat transfer in spray cooling. Fig. 10
shows the heat flux measured during spray cooling of a surface
held in three different orientations: horizontal facing up; verti-
cal; and horizontal facing down. No significant difference in
heat transfer was observed between the three cases. These re-
sults differ from those of Choi and Yao (1987) who found that
that in film boiling the spray cooling efficiency on a horizontal
upward facing surface was up to 50 percent greater than that on
a vertical surface. They attributed the difference to rebounding
droplets impacting several times on an upward facing surface
(increasing heat transfer), whereas they fell off a vertical sur-
face after the initial impact. This effect would be highly depen-
dent on surface geometry and spray parameters. In our experi-
ments the cooled surface was smaller and impact velocities
were much higher than those used by Choi and Yao (1987):
rebounding droplets probably did not strike the surface again
after their initial impact, even when the surface was facing
upwards. We also found that surface orientation had no effect
on nucleate boiling, corroborating the findings of Choi and Yao
(1987). Nucleate boiling in spray cooling is therefore unlike
pool boiling, where heat transfer from a downward facing sur-
face has been found to be much lower than that from a vertical
or upward facing surface because of accumulation of vapor at
the heater surface (Nishikawa et al., 1983). This difference
reflects the fact that buoyancy forces do not play a significant
role in movement of vapor during nucleate boiling of impacting
spray droplets. Experiments on droplet impact on a hot surface
in a low gravity environment (Qiao and Chandra, 1996) have
shown that vapor bubbles nucleating on the heated surface are
transported away, even in the absence of buoyancy, by inertial
and surface tension forces.

4 Conclusions

We conducted experiments on the spray cooling of a hot
surface by water sprays in which 100 ppm by weight of a

FEBRUARY 1998, Vol. 120 / 97

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



surfactant (sodium dodecyl sulfate) was dissolved. The results
were compared with those obtained using pure water sprays.
Adding a surfactant significantly enhanced nucleate boiling dur-
ing spray cooling: for surface temperatures between 100°C and
120°C the surface heat transfer rate was increased by up to
300 percent. Heat transfer enhancement was attributed to the
promotion of homogeneous vapor bubble nucleation and foam-
ing by surfactants. The increase in nucleate boiling heat transfer
was observed at all mass fluxes and impact velocities in our
experiments. Heat transfer during transition boiling were re-
duced slightly because the surfactant reduced liquid-solid con-
tact angle, suppressing heterogeneous bubble nucleation. Wet-
ting of the surface by liquid droplets occurred at a temperature
of 185°C for pure water and 175°C for the surfactant solution.
Droplets on the surface coalesced to form a continuous film
when the surface cooled below 118°C, corresponding to the
onset of nucleation boiling. This temperature was lowered to
103°C by adding the surfactant. Changing surface orientation
with respect to gravity had no measurable effect on spray cool-
ing heat transfer.

Acknowledgments

Funding for his project was provided by a grant from the
Natural Sciences and Engineering Research Council of Canada.
We gratefully acknowledge the assistance of Dr. M. D’Souza
and Mr. K. McAlpine of the National Research Council, Ottawa,
for their assistance in making droplet size measurements.

References

Ammerman, C. N., and You, S. M., 1996, ‘‘Determination of the Boiling En-
hancement Mechanism Caused by Surfactant Addition to Water,”” ASME Jour-
NAL OF HEAT TRANSFER, Vol. 118, pp. 429-435,

Beck, J. V., Blackwell, B., and St. Clair, Jr., C. R., 1985, Inverse Heat Conduc-
tion, Wiley-Interscience, NY.

Bryan, J. L., 1993, Fire Suppression and Detection Systems, Macmillan Pub-
lishing Co., NY, pp. 331-334,

Dunskus, T., and Westwater, J. W., 1961, ‘‘The Effect of Trace Additives
on the Heat Transfer to Boiling Isopropanol,” Chemical Engineering Progress
Symposium Series, Vol. 57(32), pp. 173-181.

Choi, J., and Yao, S.C., 1987, ‘‘Mechanism of Film Boiling of Normally
Impacting Spray,”’ International Journal of Heat and Mass Transfer, Vol. 30,
pp. 311-318.

Frost, W., and Kippenhan, C. J., 1967, ‘‘Bubble Growth and Heat Transfer
Mechanisms in the Forced Convection Boiling of Water Containing a Surface
Active Agent,”” International Journal of Heat and Mass Transfer, Vol. 10, pp.
931-949.

Ghodbane, M., and Holman, J. P., 1991, Experimental Study of Spray Cooling
With Freon-113,”" International Journal of Heat and Mass Transfer, Vol. 34, pp.
1163-1174.

Hoogendorn, C.J., and den Hond, R., 1974, ‘“‘Leidenfrost Temperature and
Heat Transfer Coefficients for Water Sprays Impinging on a Hot Surface,”” Pro-
ceedings of the Sth International Heat Transfer Conference, Vol. 4, ISME, Tokyo,
pp. 135-138.

98 / Vol. 120, FEBRUARY 1998

Jontz, P. D., and Myers, J. E., 1960, *‘The Effect of Dynamic Surface Tension
on Nucleate Boiling Coefficients,”” A. 1. Ch. E. Journal, Vol. 6, pp. 34-38.

Klinzing, W.P., Rozzi, J. C., and Mudawar, 1., 1992, “Film and Transition
Boiling Correlations for Quenching of Hot Surfaces With Water Sprays,”” Journal
of Heat Treatment, Vol. 9, pp. 91-103.

Lowery, A. I, and Westwater, J. W., 1957, ‘‘Heat Transfer to Boiling Metha-
nol—Effect of Added Agents,”” Industrial and Engineering Chemistry, Vol. 49,
pp. 1445-1448.

Morgan, A. I, Bromley, L. A., and Wilke, C.R., 1949, “‘Effect of Surface
Tension on Heat Transfer in Boiling,”’ Industrial and Engineering Chemistry,
Vol. 41, pp. 2767-2769.

Mudawar, L., and Valentine, W. S., 1989, ‘“Determination of the Local Quench
Curve for Spray-Cooled Metallic Surfaces,”” Journal of Heat Treatment, Vol. 7,
pp. 107-121,

Nishikawa, K., Fujita, Y., Uchida, S., and Ohta, H., 1983, ‘‘Effect of Heating
Surface Orientation On Nucleate Boiling Heat Transfer,”” ASME-ISME Thermal
Engineering Joint Conference Proceedings, Vol. 1, ASME, NY, pp. 245-250.

Pais, M. R., Chow, L. C., and Mahefkey, E. T., 1992, ‘‘Surface Roughness and
its Effect on the Heat Transfer Mechanism in Spray Cooling,”” ASME JOURNAL
OF HEAT TRANSFER, Vol. 114, pp. 211-219,

Pasandideh-Fard, M., Qiao, Y. M., Chandra, S., and Mostaghimi, J., 1996,
**Capillary Effects During Droplet Impact on a Solid Surface,”” Physics of Fluids,
Vol. 8, pp. 650-659.

Qiao, Y. M., 1996, ‘‘Effect of Gravity and Surfactant on Spray Cooling of Hot
Surfaces, Ph.D. thesis, University of Toronto, Toronto, Ontario, Canada.

Qiao, Y. M,, and Chandra, S., 1996, ‘‘Boiling of Droplets on a Hot Surface in
Low Gravity,”” International Journal of Heat and Mass Transfer, Vol. 39, pp.
1379-1393.

Qiao, Y. M., and Chandra, S., 1997, ‘‘Experiments on Adding a Surfactant to
Water Droplets Boiling on a Hot Surface,”” Proceedings of the Royal Society of
London, Vol. 453, pp. 673-689.

Roy Chowdhury, S. K., and Winterton, R. H. S., 1985, ‘‘Surface Effects in Pool
Boiling,”” International Journal of Heat and Mass Transfer, Vol. 28, pp. 1881—
1889

Shah, B, S., and Darby, R., 1973, ““The Effect of Surfactant on Evaporative
Heat Transfer in Vertical Film Flow,”’ International Journal of Heat and Mass
Transfer, Vol. 16, pp. 1889-1903.

Shibayama, S., Katsuta, M., Suzuki, K., Kurose, T., and Hatano, Y., 1980, “‘A
Study of Boiling Heat Transfer in a Thin Liquid Film: Part 1—In the Case of
Pure Water and an Aqueous Solution of a Surface Active Agent as the Working
Liquid,”’ Hear Transfer—Japanese Research, Vol. 9, pp. 12-40,

Tzan, Y. L., and Yang, Y. M., 1990, ‘‘Experimental Study of Surfactant Effects
on Pool Boiling Heat Transfer,”” ASME JOURNAL oF HEAT TRANSFER, Vol. 112,
pp. 207-212.

Wang, C, H., and Dhir, V. K., 1993, ““Effect of Surface Wettability on Active
Nucleation Site Density During Pool Boiling of Water on a Vertical Surface,”
ASME JoURNAL OF HEAT TRANSFER, Vol. 115, pp. 659-669.

Wu, W. T, Yang, Y. M,, and Maa, J. R., 1995, ‘‘Enhancement of Nucleate
Boiling Heat Transfer and Depression of Surface Tension by Surfactant Addi-
tives,”” ASME JOURNAL OF HEAT TRANSFER, Vol. 117, pp. 526—529.

Yang, Y. M., and Maa, J. R,, 1983, “‘Pool Boiling of Dilute Surfactant Solu-
tions,”” ASME JOURNAL OF HEAT TRANSFER, Vol. 105, pp. 190-192.

Yang, Y. M., 1990, *‘Dynamic Surface Effect on Boiling of Aqueous Surfactant
Solutions,” International Communications in Heat and Mass Transfer, Vol. 17,
pp. 711-727.

Yao, S. C., and Henry, R. E., 1976, ‘*‘Hydrodynamic Instability Induced Liquid-
Solid Contacts in Film Boiling,”” ASME Paper 76-WA/HT-25.

Yao, S. C., and Choi, K. J., 1987, ““Heat Transfer Experiments of Mono-Dis-
persed Vertically Impacting Sprays,”’ International Journal of Multiphase Flow,
Vol. 13, pp. 639-648.

Yu, S. K., Farmer, P. R., and Coney, M. W. E., 1977, ‘““Methods and Correla-
tions for the Predicting of Quenching Rates on Hot Surfaces,”’ International
Journal of Multiphase Flow, Vol. 3, pp. 415-443.

Transactions of the ASME

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Thermal Aspects of a Novel
Viscous Pump

M. C. Sharatchandra We have previously introduced a novel method for pumping fluids via a viscous
Postdoctoral Research Associate. mechanism. The device essentially consists of a cylindrical rotor eccentrically placed
in a channel, and it is suited for hauling highly viscous polymers in macroducts,
or more common fluids in microducts. Under certain operating conditions, viscous

M. Sen dissipation can be important, and a significant attendant temperature rise can have
Professor. adverse effects on the pump operation. For this reason, we have conducted a numeri-
Mem. ASME cal experiment to characterize the associated phenomena. The coupled system of the

two-dimensional Navier-Stokes equations, with temperature-dependent viscosity, and
the energy equation, with viscous dissipation terms retained, are solved using a finite-

M. Gad-el-Hak volume method. Different types of thermal boundary conditions at the rotor-fluid
Professor. interface are explored in the numerical scheme. An approximate theoretical model
mohamed.gad-el-hak.1@nd.edu is also developed to analyze flow in the region between the rotor and the nearest
Fellow ASME _ plate (for small gaps). The results indicate that although the bulk temperature rise

is minimal for typical microscale situations, significantly steep temperature gradients

Department of Aerospace and are observed in the region between the rotor and the nearest channel wall where
Mechanical Engineering, the most intense shear stress occurs. For certain combinations of Re, Ec, and Pr,
University of Notre Dame, temperature rises along the channel wall of the order of 30 K were calculated.
Notre Dame, IN 46556 Moreover, for very small values of this gap, large errors in the computed flowrates

and pumping power estimates can arise for large Brinkman numbers, if the effects
of viscous dissipation are ignored. Furthermore, the existence of an optimum value
of rotor position, such that the bulk velocity is a maximum, is demonstrated. These
findings are significant, as they are indicative of trends associated with the flow of
highly viscous polymeric liquids, where much larger temperature rises and their
attendant degradation in performance are likely to occur.

1 Introduction sensitive, as would be the case for some biological fluids; this
aspect is also important for viscous pumps of larger size.
Viscous dissipation is the mechanism that generates heat, and
unless this energy is advected away by the fluid or otherwise
conducted out through the fully submerged rotor, it will raise
the temperature of the fluid. A consequence of the temperature
rise is its effect on fluid viscosity. For liquids, generally, the
viscosity decreases when the temperature rises; thus, there is
an attendant loss of performance of the viscous pump. Though
the nondimensional parameters determining viscous dissipation
will be discussed later, at this stage it is sufficient to remember
that it is produced by work done by the viscous stresses. Thus,
it depends both on the fluid viscosity and on the strain rate.
Highly viscous fluids, such as polymers or glycerin, in mac-
ropumps at low rotational speeds would be susceptible to sig-
nificant temperature increases. Larger increases would be regis-
tered for higher pump speeds. Low viscosity fluids in micro-
pumps can similarly suffer if rotor speeds are high. Micromotor
operating speeds of 50,000 rpm have been achieved so far (Ho
and Tai, 1994), and such speeds can be expected to increase

In recent years, the technology for production of micromach-
ines, machines which are microns or tens of microns in size,
has progressed by leaps and bounds (Hogan, 1996). While
there are many of these devices in actual use, other potential
applications are still in the pipeline. One of the uses to which
such a machine may be put is the pumping of liquids for biologi-
cal or medical purposes. Special pumping mechanisms have to
be sought since microfluid mechanics has some aspects that
are different from usual macroscale phenomena. Reciprocating
pumps are difficult to fabricate because of the size of the valves;
turbomachines that depend on separation and other inertial ef-
fects do not work at low Reynolds numbers. These difficulties
are avoided in a viscous-action pump consisting of a rotating
cylinder eccentrically placed within a channel (Sen et al., 1996;
Sharatchandra et al., 1997). Macroscopic experiments and nu-
merical computations of the hydrodynamics of this device have
been carried out by the authors. The device also works at larger
scales with fluids of higher viscosity as long as the Reynolds
number is not much larger than unity. In the present work, we in the future.
study the thermal aspects of the pump to determine its feasibility Fluid mechanical studies of microgeometries have been made
for spec@ﬁc uses yvhere temperature control is a pecessity. by, among others, Beskok and Karniadakis (1994 ) using CFD
. For viscous micropumps, the thermal aspect 1s much more 04 by Piekos and Breuer (1995) using a Monte Carlo noncon-
important than for pumps that are of the reciprocating or turbo- 0 technique; viscous dissipation was not taken into ac-

mgchine type. Firstly, viscoqs action is large since that‘is what . unt. There have been many numerical and experimental stud-
drives the flow. Secqndly, siee the rotor and other pieces of ;.o macrofiows in which the thermal effect due to viscosity
the pump are small in stze, 1t does not tgke much energy to ;¢ significant. Balachandar et al. (1995) were interested in geo-
raise their temperature. Finally, even small increases in tempera- physical applications, Lee and Jaluria (1996) in the process of
ture may be detrimental to the fluid being pumped if it is thermo- optical fiber drawing, and de Araujo et al. (1990) in flow be-

tween two eccentric cylinders. Recently, Cho et al. (1993 ) made

3 L o a theoretical and experimental study of viscous energy dissipa-
Contributed by the Heat Transf_er Division for publication in .tl?e JOURNAL OF tion in a laterally oscillating planar microstructure.
Heat Transrer, Manuscript received by the Heat Transfer Division August 16, : )
1996; revision received October 17, 1997; Keywords: Compressors and Pumps; In the presenF work, we Wlll numerl?auy StUd.y the thermal
Enclosure Flows; Numerical Methods. Associate Technical Editor: S. Ramadhyani. ~ aspects of the viscous pumping mechanism. To simulate actual
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conditions, we will include both viscous dissipation and temper-
ature-dependent viscosity effects in our finite-volume computa-
tions. The parameters which determine temperature rises and
conditions under which they will be significant will be deter-
mined.

2 Mathematical Formulation

Figure 1 shows the geometrical configuration of the problem
under investigation, Clockwise rotation of the cylinder A, which
is in virtual contact with the bottom wall B, induces a flow
from left to right in the channel, the height of which is varied
by vertical translation of the plate C. The Navier-Stokes and
thermal energy equations describing the laminar, incompress-
ible, steady flow of a fluid with a temperature-dependent viscos-
ity, may be expressed in coordinate-invariant dimensionless
form as

VV=0 (1)
v-[vv—i:)[(vvw(vvjf]] +Vp=0 (2)
and
a1 _EcF /) |
v <v9 . ve) EraAL

[(VV) +(VV)T1 =0, (3)

where the viscosity variation with temperature is characterized
by

F0) = ﬂl_ = =G-8 (4)
vo(T,)

The viscosity v, is evaluated at some reference temperature T,,,

usually of the order of 290 K. The constant C, is taken to be

equal to 28 in this study based on that of glycerin. This value

may also be regarded as typical of other viscous oils and of

even more viscous polymeric liquids.

In the above equations, V and V are the dimensionless veloc-
ity vector and spatial gradient operator, respectively. Here, the
velocity and length scales are, respectively, the rotor surface
speed U = wa and diameter d = 2a. Pressure is normalized with
respect to pU/?, and the dimensionless temperature is defined as

= (5)

r
T,

Nomenclature

Fig. 1 Schematic of flow configuration

The Reynolds, Prandtl, and Eckert numbers are defined as

2wa? v
Re = i Pr=-=
v, o cT,

(6)

where ¢ and « are, respectively, the (constant) specific heat
and thermal diffusivity of the fluid. In addition, the following
geometric and dynamic parameters may be defined, with regard
to Fig. 1, as

== 7
s=7 (7
hu+a‘h

= 8
2a (8)
he
8, =% 9
L=, (9
. 2
PNy Ciclill ) Ly (10)
p;

where the subscripts 1 and 2 denote the inlet and exit stations
of the channel. The fluid bulk velocity is normalized with re-
spect to wa and designated .

2.1 Boundary Conditions. No-penetration and no-slip
boundary conditions are assumed to hold for the normal and
tangential velocity components at the solid surfaces correspond-
ing to the rotor A and the plates B and C. At the inflow and
outflow boundaries, zero streamwise gradients were imposed
for the streamwise velocity component. These conditions essen-
tially yield parabolic velocity profiles at distances | x| = 4 from
the rotor (Sen et al., 1996). A fixed temperature, taken equal
to the reference temperature 7T,, was prescribed at the inlet, and

a = rotor radius (m)
Br = Brinkman number
¢ = specific heat (J/kg*K)
Cy = rotor moment coefficient m*)
d = diameter (m)
Ec = Eckert number
F,(#) = dimensionless function that
characterizes viscosity variation
with temperature
h = channel half height (m)
h., hy = lower and upper gap heights
(m)
K = thermal conductivity (W/m+K)
! = rotor length (m)
Nu* = modified Nusselt number

diameter

ity (m/s)

100 / Vol. 120, FEBRUARY 1998

p = pressure (N/m?)
Pr = Prandtl number
g = cooling flux at rotor ends (W/
2

r, ¢, z = cylindrical coordinates
Re = Reynolds number
R, = wall temperature ratio, T,/T,
s = ratio of channel height to rotor

T = temperature (K)
U = rotor surface tangential veloc-

V = dimensionless velocity vector
x, y, z = Cartesian coordinates

Greek Symbols

a = thermal diffusivity (m?/s)
61, 6y = lower and upper

(dimensionless) gap heights

€ = dimensionless rotor eccentricity

6 = dimensionless temperature

v = kinematic viscosity (m?/s)

&, n = dimensionless nonorthogonal

curvilinear coordinates

T = dimensionless shear stress

w = angular velocity (s™!)

Subscripts
¢ = rotor surface condition
f = fluid

o = channel inlet condition
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a vanishing streamwise temperature gradient was assumed at the
exit. The upper and lower surfaces are assumed to be adiabatic.!
At the rotor surface, the net heat flux imparted to the rotor
by the fluid is equated to the cooling flux applied to the rotor
ends. In other words, a steady-state heat transfer condition is
assumed. With respect to Fig. 2, setting 0 = 24 yields the
following condition for the rotor surface temperature:

27 aT
Kl f — 11
7 o Or ()

d¢ = 2ra*h(T, - T,),

where T, is the (constant) rotor surface temperature, K; is the
thermal conductivity of the fluid being pumped, and !/ is the
rotor length. For simplicity, the ‘‘ambient’’ temperature corre-
sponding to that of the cooling flux at the ends is taken equal
to the pump inlet temperature T,. In addition, the entire rotor
surface is considered to be at the (as such unknown) tempera-
ture 7.

Slip flow is not considered in this study since it has been
recently shown (Pfahler et al., 1991; Wilding et al., 1994) that
the Navier-Stokes equations are applicable without modification
to compute liquid flows in channels greater than 20 y in width.

2.2 Comments on Solution Methodology. The method
of solution of Egs. (1)-(3) in a generalized nonorthogonal
curvilinear coordinate system that we have used, has been de-
scribed before (Sharatchandra and Rhode, 1994; Sharatchandra,
1995; Sharatchandra et al., 1997) and will not be discussed
here. The comments below are only for the thermal aspects of
the problem which are new.

The integral in the LHS of Eq. (11) is discretized according

af21ra_T
0 or

where 0,4, k = 1, N,, are the temperatures at the nodal centers
of the N, control volumes adjacent to the rotor surface. The
factor W* is a contravariant metric scale factor associated with
the coordinate direction at the kth point at which Eq. (12) is
evaluated. An expression for the dimensionless surface tempera-
ture 4, can then be written as

to

N
d(,i) = 2 Wk(9a+Akr - 60)1

a k=1

(12)

N

r

Nu* + S WH, i,
0 — i=1
[4 N, ’
Nu* + Z wk

i=1

(13)

where Nu* = n(ha/K;)(all) is a modified Nusselt number.
Clearly, when Nu* = 0, the rotor surface is thermally insulated
in a global sense, whereas when Nu* > 1, 8, — 1 and an estimate
of the cooling flux required to maintain the rotor surface at
levels close to the pump inlet temperature can be obtained as

4_ _ Nu*f, - 1).
KfaTa

2.3 Validation of the Numerical Methodology. To the

best of the authors’ knowledge, no known closed form solution

exists even for the simplest flow configuration involving both

(14)

' Though other thermal boundary conditions can be assumed, an adiabatic
boundary condition in which the heat generated by the viscous action would not
be conducted through the walls is the worst-case scenario. If, on the other hand,
infinite cooling were available at the walls, viscous heating may not be a problem.
Furthermore, accounting for heat loss from the walls would entail a host of
attendant questions about the wall surface heat transfer coefficients or the conju-
gate conduction problem in the wall, which would detract from the main focus
of the present study. Finally, at the length scales that we are interested in here,
the Grashof number values would be minuscule, rendering surface cooling by
natural convection negligible.

Journal of Heat Transfer

q=@f)h (T,-T,)

Q (from fluid)

O

Fig. 2 Thermal energy balance about the rotor

variable viscosity and viscous dissipation. However, if either
of these features is eliminated, exact solutions can be obtained
for Couette and Poiseuille-type flows. Consider flow in a plane
channel with isothermal walls maintained at unequal tempera-
tures 7, and T;. Butler and McKee (1973) have shown that an
exact closed form solution of flow without viscous dissipation
is possible when the viscosity and thermal conductivity varia-
tions with temperature are described by

F(8)=8" (15)
and
ko1
Pt (16)

For plane Couette flow subject to the above constitutive rela-
tions, the dimensionless velocity and temperature distributions
in the channel are given by

enInR,y -1
e (17)
and
§ = e, (18)

where u is normalized with respect to the velocity of the (upper)
driven wall, and R, = T,/T, is the wall temperature ratio.

The computational domain was discretized by a highly
skewed 21 X 21 grid generated elliptically.? The exact solution
given by Eqgs. (17) and (18) is imposed on the domain bound-
aries, and the full Navier-Stokes and energy equations are
solved for the velocity and temperature distributions, based on
the property variations described by Egs. (15) and (16). In the
absence of significant numerical errors due to grid skewness
and curvature, the computed and exact distributions must be in
good agreement. Figure 3 shows that this is indeed the case, as
exemplified by the excellent agreement between the computed
and exact distributions at the location x = L/2, L being the
length of the domain. As a more rigorous check, the average
errors in the velocity gradient at the upper wall are tabulated
in Table 1, for various values of the exponent n. These errors
correspond to those obtained from the grid-independent solu-

2 Such a grid is not required in this particular rectilinear flow problem, but is
used to provide an extreme test of the present code which has to employ a highly
skewed grid in order to achieve sufficient resolution in the vicinity of the rotor
particularly near the narrow gap.
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Fig. 3 Comparison of computed and exact u and @ distributions for
variable viscosity Couette flow. Re = Pr = 10, n = 6, R, = 2, Symbols:
exact solution; lines: computations.

tions, obtained on a 41 X 41 grid isomorphically similar to the
21 X 21 grid. The results of Table 1 demonstrate the ability of
the present methodology to accurately and reliably capture the
effects of variable viscosity flows in complex geometrical con-
figurations. In essence, the lack of significant errors due to
grid skewness and curvature demonstrated above justifies the
application of the present numerical method to complex geomet-
rical configurations, where grid skewness and curvature arise
naturally.

In addition, the present numerical code, without the energy
equation, has already been thoroughly validated against the
Wannier solution (Wannier, 1950) for flow past a rotating cylin-
der in the vicinity of a flat plate. This problem bears a close
geometric resemblance to the present one. See Sharatchandra
et al. (1997) for details.

3 Analysis of Flow in the Gap Region

The most intense shear stresses occur between the rotor and
the lower plate. Consequently, the effects of viscous dissipation
are most significant in this region and it is reasonable to antici-
pate that the highest temperature gradients (and hence the
largest viscosity variations) will occur here as well. Therefore,
it is of importance to analyze the flow and heat transfer in this
region in detail to develop an enhanced understanding of the
phenomena involved. To this end, an approximate analytical
model is developed based on several simplifying assumptions.
Specifically, it is assumed that the flow in the narrow-gap region
is both thermally and hydrodynamically fully developed and
that the curvature along the rotor segment adjacent to the gap
region may be neglected. The former assumption is valid only
when the walls are isothermal. Accordingly, the momentum and
energy equations governing the flow in the gap region may be
approximated by

d du
Ap,=— | F(8)—=L]|, 0=<y,=1 19
& dy, [ %) d)’gjl Vs (9
and
2 2
Y | Bero,) @-) ~o, (20)
dye dy,

where Br = Ec Pr is the Brinkman number, and the subscript
g is used to denote the gap region. The viscosity variation with
temperature is given by Eq. (4). Based on the aforementioned
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assumptions of fully developed flow, the boundary conditions
appropriate to the problem are

— D oy
u(0) =~ (0)=0

~u, (1) = 6,(1) =1, (21)

which corresponds to the limit Nu* — o« in Eq. (13). Despite
this, it will be apparent in a later section that the analysis is not
necessarily constrained to very large values of Nu* because it
turns out that 6. ~ 1, even for Nu* =

The velocity field in the gap region is then obtained as

Y, Y
Uy = Apgf F.'ndn + A ng;‘dn (22)

where

1
1+ Apgf F'y.dy,

T
f F;'dy,

The temperature field may be expressed in terms of a Fourier
series as

A=

(23)

B, =1+ 8y(1 —y)+ Y, asin (kry,),

k=1

(24)

where the lower wall temperature 6y is treated as a constant
and determined from a Newton-Raphson iterative scheme such
that the condition (df,/dy,)(0) = 0 is satisfied. This approach
facilitates the evaluation of the Fourier coefficients a, by ex-
ploiting the orthogonality of sin (k7wy,), k = 1,2, ..., on the
interval [0, 1] as

2 Br

1
f F,'(Ap,y, + A) sin (kmy,)dy,,
0

k=1,2,...,N. (25)

The above method of evaluating a, is preferable, when com-
pared to solving a system of linear equations for a;, since such
a system is likely to be stiff for large truncation numbers N of
the Fourier series. The nonlinearity of the coupled system of
Egs. (19)-(20) requires an iterative scheme to determine the
coefficients using Eq. (25). Here, F, (and hence A) are evalu-
ated using the values of the Fourier coefficients from the previ-
ous iteration, designated a#. The convergence criterion was

N
Y (@ — aF)? = 1075,
k=1

(26)

With values of Ap, estimated from the Navier-Stokes simula-
tions for appropriate values of Br and C,, the integrals in Egs.
(22)—(25) are evaluated using Gauss-Legendre quadrature
rules.

It should be mentioned that comparisons between the numeri-
cal and analytical predictions of velocity and temperature fields
in the gap region are not expected to be in exact quantitative
agreement. What we are seeking here is reasonable qualitative
agreement that facilitates an understanding of the underlying
physical phenomena involved. Such a comparison will be made
in the following section.

Table 1 Average velocity gradient errors for Re = Pr = 10, and R, = 2

n [ Exact $%[,—1 | Avg. Comptd. 5 {,—; [ Avg. % Error
2 1.846 1.848 0.11
4 2.953 2.962 0.28
6 4.199 4.213 0.59
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4 Results and Discussion

In this section, the effects of the parameters Br, s, §,, and
Nu* on the pump performance are explored. Although Pr was
varied while Ec was fixed, the results are presented in terms of
the Brinkman number (Br = Ec Pr), as is typically done for
liquid flows involving viscous dissipation. In order to assign
reasonable values of Re and Ec for the computations, we first
consider the effects of various fluids, pump sizes, and rotational
speeds as summarized in Table 2.

For air and water, the ratio Ec/Re is too small to result in
appreciable thermal effects, even at large pump speeds and
over a fairly wide range of pump characteristic dimensions. For
glycerin on the other hand, the ratio is considerably higher. The
values in the table are based on thermophysical properties of
the fluids at 293 K. For the present computations, we hold the
values of Re and Ec fixed at those corresponding to case 7
because of the intermediate size. The Brinkman number varia-
tion was accomplished by varying the Prandtl number. This
variation may then be regarded as representative of various high
Prandtl number fluids whose v versus 6 relationships correspond
more or less to that of Eq. (4). However, since the Ec/Re ratio
is more or less constant over a large range of characteristic
dimensions, the results herein may be regarded as representative
of both micro and macro-pumps.

All the computations were performed on a 72 X 54 grid,
greatly refined in the vicinity of the rotor. Grid independence
was established, in that a less than 0.1 percent change in the
computed bulk velocity was observed when the mesh was dou-
bled, i.e., when a 144 X 108 grid was employed. The channel
half-length to rotor diameter ratio L/d is taken to be equal to
8, so as to justify the imposition of the zero gradient condition
at streamwise boundaries. In addition, the rotor is maintained
at very small distances from the lower wall such that the eccen-
tricity € ~ € ; the study of Sharatchandra et al. (1997) indi-
cates that the most effective pumping is obtained for this con-
figuration. The parameter §;, was varied keeping € ~ €., as
the physics of the problem suggests that the flow and thermal
characteristics are likely to be very sensitive to small changes
in the rotor position away from the lower wall. The pump load
Ap* is kept equal to zero, meaning that the pressure rise across
the rotor is balanced by the pressure drop in the upstream and
downstream portions of the duct.

4.1 Velocity Field and Temperature Distribution. For
the initial computations, we consider Nu* = 0 so that the rotor
is, in effect, thermally insulated from its surroundings. The rotor
is maintained at a distance from the lower plate corresponding
to 6, = 0.005. Figure 4(a) shows the computed streamlines for
s = 1.5 and Br = 0.015. The symmetry of Stokes flow apparent
in the low Re results of Sharatchandra et al. (1997) is not
present here since Re = 12.6 is clearly beyond the regime of
Stokes flow and because of the temperature dependence of the
viscosity. The flow structure with the two co-rotating vortices
is, however, consistent with the results of the aforementioned
study. The rather moderate effects of higher viscous dissipation
are seen in Fig. 4(b), corresponding to Br = 1.5. The decrease
in the viscosity at the rotor surface results in reduced shear

Table 2 Values of Re and Ec for different fluids and pump parameters

Case | Fluid | Rotor Dia. (u) | Rotor RPM | Re Ec

1 Air 100 40000 1.05 | 1.5x1077
2 Air 1000 50000 131 | 2.3x10™

3 Water 100 40000 21 | 7.3x107®
4 Water 1000 50000 2618 | 1.1x1075
5 Glycerin 100 30000 0.03 [ 3.7x107®
6 | Glycerin 1000 30000 3.14 | 3.7x1075
7 | Glycerin 2000 30000 126 [ 1.5x107°
8 Glyeerin 5000 35000 916 | 1.3x10~1

Journal of Heat Transfer

Fig. 4 Streamlines, for 6, = 0.005 and Nu* = 0. (a) s = 1.5, Br = 0.015;
{b)s = 1.5, Br = 1.5; (¢) s = 1.1, Br = 0.75.

stresses there and, hence, in the thinning of the vortices above
the rotor. In particular, the greater tendency of the upstream
vortex to shrink is consistent with the increase in the effective
Reynolds number as v decreases, as evidenced in the earlier
study of Sharatchandra et al. (1997). The near symmetry for s
= 1.1 and Br = 0.75 in Fig. 4(c), as compared to s = 1.5, is
due to the fact that the bulk velocity for s = 1.1 is about half
the corresponding value for s = 1.5. This has the effect of
reducing the effective Reynolds number by a factor of nearly
two, which in turn causes the flow structure to be more or less
symmetric.

Figure 5(a) shows the axial variation of the temperature
along the lower plate for 6, = 0.005, s = 1.5, Br = 0.75, and
Nu* = 0. Not surprisingly, the peak temperature occurs near x
= 0, where the most intense shear stresses occur. If the reference
temperature is taken to be 290 K, then Fig. 5(a) predicts an
approximately 30 K temperature rise from pump inlet to rotor
midpoint. For a pump L/d ratio of 8, as in the present case,
this temperature rise occurs over a distance of about 15 mm.
Furthermore, the very steep temperature gradients in the vicinity
of x = 0 could be sources of thermal stress concentration, and
under certain conditions they could cause the lower plate to
warp and affect the pump performance. However, the axial bulk
temperature variation was found to be almost negligible, hence,
it is not plotted in the figure. The viscosity variation, also along
the lower plate, is shown in Fig. 5(b). It is significant to note
that at x = 0, the viscosity has dropped to about 10 percent of
its inlet value. The effects of this steep viscosity drop will be
explored in subsequent results (Sections 4.2 and 4.3).

4.2 Effect of Brinkman Number. In this section, we
hold the following parameters fixed: s = 1.5, §, = 0.005, and
Nu* = 0. The Br variation shown in Fig. 6 and Table 3 indicates
that there is a monotonic increase in the peak temperature along
the lower plate. The range of Pr in Table 3 represents a fairly
wide range of fluids from light oils to highly viscous polymers.
Also shown in the figure by symbols are the peak lower wall
temperatures—as predicted by the analytical model developed
in Section 3 for the gap region. The rather remarkable agreement
between the computations and the theoretical model is perhaps
fortuitous since the gap region temperature profile for Br =
0.75, seen in Fig. 7, is in poor agreement except at the rotor
surface and the wall. This indicates that the assumption of ther-
mally fully developed flow is rather questionable due to the
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Fig. 5 Axial variation along the lower wall of (a) temperature; and (b)
viscosity. For s = 1.5, Br = 0.75 and Nu* = 0.

rather steep temperature gradients in the gap region evidenced
in Fig. 5(a).

The results of Fig. 7 are better explained in the context of
Fig. 8, which shows the shear stress distribution around the
rotor surface for Br = 0.225 and Br = 0.75. Here the angle ¢
is measured clockwise from the leftmost point of the rotor. The
shear stresses in the gap region (between the rotor and the plate

1.15 ' '
o
1.10F 1
o
=
(3n )
1.051 H §
1.00 i )
-2 -1 0 1
log(Br)

Fig. 6 Variation of peak lower wall temperature with Brinkman number
for Nu* = 0, 5, = 0.005 and s = 1.5. Line: computations; symbols: theoreti-
cal model.
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Table 3 Effect of Br on pump performance for s = 1.5 and Nu* = 0

Pr Br = EcPr 4 0oz .
1000 0.015 0.110 | 1.015 | 1.0032
5000 0.075 0.110 | 1.025 | 1.0033 |
15000 0.225 0.110 | 1.046 | 1.0033
25000 0.375 0.109 | 1.071 | 1.0033
50000 0.750 0.108 | 1.111 | 1.0033
75000 1.125 0.108 | 1.128 | 1.0033

100000 1.500 0.108 | 1.140 | 1.0035

in the neighborhood of 270°) are the lowest. This translates into
low viscous dissipation and, hence, in relatively low tempera-
tures in the vicinity of the rotor, as seen in Fig. 7, for all values
of Br.

A more interesting feature is seen in Fig. 8. In the gap region,
a sign change in the shear stress is observed for Br = 0.75.
This implies that, in this région, the fluid velocities tangential
to and in the neighborhood of the rotor are higher than the rotor
surface speed itself. Referring to Fig. 9, we find that this is
indeed the case. There are two mechanisms acting in tandem
that are responsible for this phenomenon. Firstly, it should be
noted that the Couette-Poiseuille flow in this region is aided by
the pressure gradient between the delivery and suction sides of
the pump that are immediately adjacent to the rotor. Secondly,
as is easily inferred from Table 3 and Fig. 5(b), there is a large
viscosity variation between the rotor and the lower wall. This
reduced viscosity in the gap region tends to cause a channeling
effect, as seen in the figure. Also seen in Fig. 9 is the velocity
profile for Br = 0.75 predicted by the approximate theoretical
model. The agreement here is somewhat better than in Fig. 7,
particularly in the vicinity of the rotor surface, and suggests
that the assumption of hydrodynamically fully developed flow
is at least better than that of thermally fully developed flow.
This reasoning is also justified on account of the Prandtl number
ranges (10*-10°) under consideration.

No experimental heat transfer data exist to facilitate a com-
parison with the present numerical results. However, the flow-
field computations of Sharatchandra et al. (1997) were in such
excellent qualitative and quantitative agreement with the experi-
mental results of Sen et al. (1996, that a very high degree of
confidence may be placed on the validity of the present results.
This rationale is augmented by the facts that (a) the energy
equation is weakly nonlinear, and (b) variable viscosity effects
have been considered in the mathematical model. Finally, a note
of caution is in order— variable-viscosity Poiseuille flow has

1.00

1.05

Fig. 7 Transverse variations of temperature in the gap region for s =
1.5 and Nu* = 0. Solid line: Br = 0.225; dashed line: Br = 0.75; dotted
line: Br = 1.5; symbols: theoretical model, Br = 0.75.
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Fig. 8 Shear stress distribution around the rotor for s = 1.5 and Nu* =
0. Solid line: Br = 0.225; broken line: Br = 0.75.

270 360

been shown (Sen and Vasseur, 1989) to have multiple solutions
depending on the values of C, and the effective Brinkman num-
ber.

Interestingly, the bulk velocity is not significantly affected
by Br, as shown in Table 3. The reason for this is that the rotor
surface temperature remains virtually constant with an increase
in Br, as also shown in the table. The latter effect is due to the
fact that the rotor surface, unlike the wall, is moving and the
heat gained in the gap region is dissipated to the buik fluid
above the rotor. Moreover, the effects of reduced shear at the
rotor surface due to lower viscosity are offset by the far lesser
resistance to flow offered by the lower wall due to the decrease
in local viscosity there. It is worth noting that an almost negligi-
ble rise in the rotor temperature as Br increases from 0.015 to
1.5 translates into a nearly 3 percent drop in the bulk velocity.
This is due to the exponential nature of the viscosity-tempera-
ture relationship.

4.3 Effect of Rotor Position. In this section, we hold the
following parameters fixed: s = 1.5, Br = 0.75, and Nu* = 0.
The strong effect of even a slight displacement of the rotor
from the lower plate is seen in Fig. 10. This is cause for concern
from a design standpoint because even if care is taken to posi-
tion the rotor at the more benign position of say, §, = 0.1, a
mild excursion from this position could result in rather steep
temperature rises both at the rotor surface and lower plate.
Clearly, the shear stresses in the gap region are very sensitive
to rotor position, particularly in the neighborhood of 6, = 0.01.
What is interesting is the tendency of the peak lower-wall tem-
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Fig. 9 Transverse variations of tangential velocity in the gap region for
s = 1.5 and Nu* = 0. Solid line: Br = 0.225; dashed line: Br = 0.75; dotted
fine: Br = 1.5; symbols: theoretical model, Br = 0.75.
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Fig. 10 Variations of rotor surface temperature (solid line) and peak
lower wall temperature (dashed line) with rotor position for s = 1.5, Br
= 0.75, and Nu* = 0.

perature to level off as §, — 0, while, on the other hand, the
rotor surface temperature seems to rise almost exponentially
in this limit. The following argument is used to explain this
phenomenon. For very small gap heights, fairly accurate esti-
mates of the lower wall and rotor surface velocity gradients
may be obtained as

Tw = 2, and TR = a-a) ,

Ye Ve

where y, and 7, are the gap region height and bulk velocity,
respectively. The gap region bulk velocity is defined as the
flow rate in the gap region divided by the minimum gap cross-
sectional area. As the gap region shrinks in size, the magnitude
of the backflow there (characterized by i, in the above expres-
sions) tends to diminish. Consequently, the increase in the wall
shear stress (due to decreased é,,) is mitigated by the lower value
of i, whereas the shear stress at the rotor surface increases on
both counts. The corresponding increases in viscous dissipation
are responsible for the surface temperature rises seen in Fig.
10.

The variation of the global bulk velocity (defined as the
volumetric flow rate divided by the channel cross-sectional
area) with &, is shown in Fig. 11. The dashed line corresponds
to Br = 0 (no viscous dissipation). The differences between
the solid and dashed lines represent the error involved in a
flow analysis that neglects the effects of viscous dissipation.
Specifically, in this context it is seen that a 23 percent error is
involved when 6; = 0.001. The decrease in i with §; is due to
the reduced viscosity accompanying the increase in rotor surface

(27)
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Fig. 11 Variation of bulk velocity with rotor position for s = 1.5 and Nu*
= 0. Solid line: Br = 0.75; dashed line: Br = 0.
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temperature seen in Fig. 10. A very interesting and significant
aspect of the present analysis is the appearance of an optimum
value of 4, when the effects of viscous dissipation are signifi-
cant. Given the extremely low pumping power requirements
involved, it is meaningful to seek to maximize the bulk velocity
itself, rather than the flow rate per unit pumping power input.
While the entire parameter space of both Br and §, was not
probed, it is clear that the optimum value tends to move away
from the wall as Br increases.
The rotor moment coefficient defined as

27
Cy= f Fu(ec)Td¢

0

(28)

is a measure of the pumping power required. The integration
is performed around the rotor periphery. This quantity is plotted
in Fig. 12 with the dashed line again representing the case Br
= 0. Once again, the error involved due to neglecting the effects
of viscous dissipation is clearly seen in the figure. The errors
involved translate into an approximately 60 percent overpre-
diction in the pumping power estimate for §, = 0.001.

4.4 Effect of Plate Spacing In this section, we hold the
following parameters fixed: 6, = 0.005, Br = 0.225, and Nu*
= 0. Here we consider the effect of varying the parameter s by
keeping the spacing between the rotor and the lower plate fixed
while displacing the upper plate. The physics of the problem
suggests that the thermal aspects of the flow are not likely to
be significantly affected by changes in s, if 6, is held fixed.
This is confirmed by the computations, and the results for this
case are summarized in Table 4. The table shows the presence
of an optimum value of s with respect to &, similar to the
constant viscosity case in Sharatchandra et al. (1997). It must
be mentioned, however, that in the presence of a load acting
on the pump (i.e., a nonzero Ap*), the optimum tends to move
towards a value of s lower than 1.5.

The temperature field, however, experiences virtually no
change with 5. This is because the spacing between the bottom
of the rotor and the lower plate is unchanged as the upper plate
position is varied. The marginal increases in the rotor surface
temperature as s decreases is due to the increased shear stress
on the upper surface of the rotor due to the proximity of the
upper plate.

4.5 Effect of Cooling Flux. In this section, we hold the
following parameters fixed: s = 1.5, §; = 0.005, and Br =
0.225. Rather than maintaining the rotor surface insulated as
assumed thus far, we explore the effects of a Robins-type
boundary condition applied in terms of a convective cooling
flux (whose magnitude is as such unknown) at the rotor ends,
as depicted in Fig. 2 and explained earlier. Table 5 shows that
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Fig. 12 Variation of rotor moment coefficient with rotor position for s
= 1.6 and Nu* = 0. Solid line: Br = 0.75; dashed line: Br = 0.
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Table 4 Effect on s on pump performance for Br = 0.225 and Nu* = 0

8§ ﬂ Omaz e

2 0.101 | 1.111 | 1.0032
1.5 | 0.108 | 1.111 } 1.0033
1.25 [ 0.091 | 1.111 | 1.0033
1.1 | 0.047 | 1.111 | 1.0037

the bulk velocity variation with increasing Nu* is similar to the
corresponding variation of # with decreasing Br (Table 3). This
may be explained as follows. The rotor surface conditions have
the most significant influence on #. A larger cooling flux results
in lower rotor surface temperatures and, hence, in higher viscos-
ity, which increases the bulk velocity. The same effect is ob-
served in the context of lower Brinkman numbers. While the
improvements in bulk velocity with Nu* are not particularly
significant, it is conceivable that for lower values of 6, outside
the range of optimal values for Nu* = 0, a large enough cooling
flux could lower the rotor surface temperature such that signifi-
cant improvements in the pump flowrate are observed.

The very slight (and seemingly anamolous) increase in peak
lower-wall temperature with Nu* may be explained by the in-
crease in viscosity in the immediate vicinity of the rotor causing
the fluid to take the path of lower resistance resulting in channel-
ing near the wall. The enhanced wall shear stresses and attendant
viscous dissipation cause an increase in the wall temperature.
At any rate, this increase is too slight to be of significance.

Finally, Fig. 13 shows the variation of the rotor surface tem-
perature as a function of Nu*, Two asymptotic trends are clear
for extreme values of Nu*. The first corresponds to Nu* = (),
where the cooling flux decays to zero when the rotor surface is
insulated. The second trend corresponds to the limit Nu* — ,
where 6. — 1. Also plotted in the figure is the rotor surface heat
flux. The trend towards asymptotic invariance as Nu* — o ig
seen again. It is worth noting here that the product Nu*(8, —
1) is constant in this limit and is the heat flux required to
maintain the rotor at the pump inlet temperature. An estimate
of the physical magnitude of the peak heat flux may be made
in terms of the pump fluid thermal conductivity, rotor diameter,
and inlet (reference) temperature. The heat flux per unit area,
however, increases in inverse proportion to the square of the
rotor diameter, and this could have drastic consequences, even
for micropump diameters of the order of 100 .

5 Conclusions

A parametric study of the thermal aspects in a viscous pump-
ing mechanism has been conducted. The coupled momentum
and energy equations were solved using a finite-volume method-
ology. The analysis incorporated the effects of both variable
viscosity and viscous dissipation. The computational method
was validated and found suitable for the present application.
An approximate theoretical model developed for the gap region
between the rotor and the lower plate yielded satisfactory agree-
ment with the computational results for the velocity profiles, but

Table 5 Effect on Nu* on pump performance for Br = 0.225and s = 1.5

Nu* U gmam
0 [0.108]1.111
10 [0.108 [ 1.111
102 [ 0.108 | 1.111
10° ] 0.109 | 1.111
107 [ 0110 [ 1.112
10° 10.110 | 1.112
105 [ 0.111 | 1.112
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Fig. 13 Variation of rotor surface temperature (solid line) and cooling
flux (broken line) with Nu*. Br = 0.225 and s = 1.5.

not for the temperature profiles. The model, however, provides a
basis for an enhanced understanding of the important flow and
heat transfer phenomena in the gap region. A very interesting
observation is that the significance of the gap region increases
in inverse proportion to its size. The most significant finding of
this study is that neglecting the effects of viscous dissipation
can lead to very large errors in the computed flow rates and
pumping power estimates when the rotor is placed very close
to the lower wall. Furthermore, an optimal value of §, is shown
to exist for nonzero values of Br. While no significant rises in
bulk temperature were observed even for rather large values of
Br, very steep gradients were observed along the lower plate
in the vicinity of the rotor. Temperature rises of the order of
30 K are predicted when the working fluid is highly viscous
with a pump inlet temperature of 290 K. The plate spacing with
fixed rotor position relative to the lower plate has virtually no
effect on the thermal characteristics. Finally, the effects of a
cooling flux do not appear to significantly improve the pump
performance in terms of flowrate for a value of §, close to the
optimum. Moreover, the cooling flux tends to slightly increase
the lower wall temperature. In summary, it is concluded that
viscous dissipation effects are indeed significant in the present
context, Further study may be required, however, to fully ex-
plore the existence of optimal values of 6, for a wide range of
Br and Nu*.
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Natural Convection of a Liquid
Metal in Vertical Circular
Cylinders Heated Locally
From the Side

An experimental study is made of natural convection in gallium melts enclosed by
vertical circular cylinders with localized circumferential heating. Heating is done in
an axial band at the mid-height, and both ends of the cylinder are cooled. In the
present study, the cylinder aspect (Ar = height/diameter ) ratio ranges from 2 to 10,
and the Rayleigh number (Ra) ranges from 9.0 X 10” to 3.0 X 107, The Prandtl
number is 0.021. Temperature measurements are made at six axial levels around the
circumference of the cylinder to study thermal convection in the melt. A numerical
analysis is also conducted to supplement the experimental information. When Ra is
small, the melt is in steady toroidal motion. Above a certain Ra, the flow becomes
nonaxisymmetric as a result of a thermal instability, in the case of Ar larger than 3.
With increasing Ra, the motion becomes oscillatory, mainly in the upper half. When
Ar is smaller than 3, the toroidal flow becomes nonaxisymmetric and oscillatory at
the same time beyond a certain Ra. The conditions for the appearance of oscillations
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and the oscillation frequencies are investigated in detail.

1 Introduction

It is known that in crystal growth processes of solidification -

from a melt, natural convection can have a strong influence on
the structure and quality of the resulting crystals (Hurle, 1972).
Oscillatory or time-dependent convection is especially problem-
atic because it can result in periodic inhomogeneities in crystals
(Miiller et al., 1984). In the past, several investigators have
studied oscillatory natural convection of liquid metals in circular
cylinders with differentially heated end walls because it is a
basic configuration of several crystal growth systems (e.g.,
Miiller et al., 1984; Crespo et al., 1989; Neumann, 1990; Kamo-
tani et al., 1994). They found that the flow becomes oscillatory
beyond a certain Rayleigh number (Ra) and that the critical Ra
depends on the cylinder aspect (height/diameter) ratio (Ar).
Kamotani et al. (1994) measured temperature around the cir-
cumference of the cylinder at several axial locations, from
which the oscillatory flow structures were inferred. They
showed various oscillation patterns depending on Ra, Ar, and
the cylinder inclination angle.

The present study is an extension of our earlier work (Kamo-
tani et al.,, 1994). In the present experimental work, gallium
melts (Prandt] number = 0.021) are placed in vertical circular
cylinders which are heated in an axial band at the mid-height.
The experiment is designed to investigate convection in a simu-
lated vertical zone melting configuration. In the zone melting
technique of crystal growth, the aspect ratio of the melt zone
is near unity (1 to 2), but the present experiment covers a
much wider range of Ar than that in order to study oscillatory
convection under more general conditions. Thermocouples are
placed around the circumference to detect the onset of oscilla-
tions and to determine the oscillation flow structures and fre-
quencies. In addition to the experiment, the flow in a two-
dimensional configuration is analyzed numerically to help us
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HEAT TRANSFER and presented at ASME IMECE, 1996, Manuscript received by
the Heat Transfer Division April 11, 1997, revision received November 17, 1997,
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obtain a better qualitative understanding of the basic steady
flow field. Baumgartl et al. (1989) studied, both numerically
and experimentally, steady and time-dependent convection in a
configuration similar to the present one. However, their work
was limited to the Ar = 1 condition and the flow and temperature
fields were not studied experimentally in detail. The present
paper is based on the work of Selver (1996).

2 Experimental Design

2.1 Important Dimensionless Parameters. The experi-
mental configuration is sketched in Fig. 1. A fluid is placed in
a vertical circular cylinder, and is heated at the mid-height and
cooled uniformly at both ends of the cylinder. Except for the
heated region, the cylinder wall is assumed to be thermally
insulated. It can be shown that the important dimensionless
parameters for the steady thermal convection inside the cylinder
are; Rayleigh number (Ra), Prandtl number (Pr), cylinder as-
pect ratio (Ar), and relative heating zone size (Hr). The experi-
ment is designed to study convection in a simulated vertical
zone melting configuration of crystal growth. Therefore, we
consider the situation where Ra > 1, Ar > 1, and Hr <€ Ar in
the present work. Since oscillatory thermal convection tends to
occur in crystal growth systems of low Prandtl fluids, we focus
on such fluids.

2.2 Experimental Apparatus. The experimental setup is
similar to the one used in our earlier work (Kamotani et al.,
1994) with the exception of the heating configuration. The test
section consists of two plexiglas cylinders, a ring heater, as well
as cooled bottom and top walls. In order to cover wide ranges
of Ra and Ar, test sections with four different inner diameters
(1.27, 1.59, 1.91, and 2.54 cm) are used. Plexiglas tubes of 3.2
mm wall thickness are used for the test sections with foam
insulation wrapped around them. Different length cylinders are
used to vary Ar. The ring heater is made of copper with an
internal channel for water circulation from a constant tempera-
ture bath, and its width is equal to half the cylinder inner diame-
ter (Hr = 0.5). Two thermocouples are embedded in the heater
at diametrically opposed positions to monitor the heater temper-
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Fig. 1 Experimental configuration

ature. The bottom plate is made of copper and has an internal
channel for water circulation. A copper piston, whose tempera-
ture is maintained by running constant-temperature water
through it, makes up the top wall. Both wall temperatures are
monitored by embedded thermocouples. Gallium is used as the
test fluid. Its Prandtl number is equal to 0.021. It is chosen
because it is safe and its melting point (29.8°C) is near room
temperature. Furthermore, its thermophysical properties are
known (see, e.g., Platt et al., 1991),

Holes of diameter 0.72 mm are drilled around the circumfer-
ence of each cylinder to allow thermocouples to access the
liquid-wall interface. A total of 24 holes are drilled, 12 in each
of the top and bottom cylinders. As shown in Fig. 2, the holes
are located at six different heights with four symmetrically ar-
ranged holes at each height. The thermocouples are made from
0.08 mm diameter wire and protrude only slightly (about the
size of the thermocouple bead, namely 0.15 mm) into the fluid
in order to avoid affecting the oscillations. As shown by Kamo-
tani et al. (1994), the effects of those thermocouples on the
oscillation phenomenon are negligible within the experimental
error. Before the installation in the test sections, the thermocou-
ples are placed in water at various temperature levels from 0
to 70°C, and only the thermocouples whose readings are accu-
rate to within +0.05°C in that temperature range are used in
the experiments.

2.3 Experimental Procedure. The experimental proce-
dure is very similar to that in our past work (Kamotani et al.,
1994). Solid clean gallium ingots are placed in the cylinder,
melted, and then stirred to remove trapped air. The top piston
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Fig. 2 Thermocouple locations

is then inserted and pushed down so that the trapped air below
the piston is expelled from small holes in the plexiglas wall.
During a test, the bottom and top wall temperature is maintained
at 35°C. A computer controls the temperature of the circulating
water through the heater with a ramp setting lower than 1°C
per hour. The existence or nonexistence of oscillations is usually
obvious by examining the thermocouple outputs, and the flow
is judged to be oscillatory if any one of the thermocouples
shows oscillations. The tests are repeated at least three times
to check repeatability of the data.

Parametric ranges covered by the present experiment are as
follows: Pr = 0.021, Hr = 0.5, Ar = 2 — 10, and Ra = 9.0
X 10* — 3.0 X 107. Experimental etror in the temperature
measurement is estimated to be *=0.05°C. The value of AT,
(the critical temperature difference for the onset of oscillations)
is reproducible within *10 percent. Error in Ra is estimated to
be *4 percent. The error in the dimensionless frequency is
estimated to be *+3 percent.

3 Numerical Analysis

The fluid motion in the present experiment is expected to be
complex, but, since gallium is opaque, its motion cannot be
easily visualized. An accurate three-dimensional numerical sim-
ulation of the present experiment is extremely time-consuming
computationally, and beyond the scope of the present study.
Instead, we consider only a two-dimensional version of the

Ar = aspect ratio = L/D
Ar* = aspect ratio based on half-height
= (LI2)/D
D = cylinder diameter
f = oscillation frequency
f* = dimensionless frequency =
fl1(2gBATIL)'?
g = gravitational acceleration
Hr = dimensionless heating zone length
= LH/ D
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L = cylinder height
Ly = heating zone length
Pr = Prandtl number = v/«
Ra = Rayleigh number = g BATL?/
va
Ra* = Rayleigh number based on half-
height = g BAT(LI2)*/va
RaZ = critical Ra* for onset of oscilla-
tions
(r, z) = coordinate system defined in
Fig. 1

T = temperature
T. = cold wall temperature
o = thermal diffusivity
£ = coefficient of thermal expansion
AT = temperature difference between
hot and cold walls
AT, = critical AT for onset of oscilla-
tions
v = kinematic viscosity
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Fig. 3 Computed streamlines and isotherms at equal increments for
two-dimensional configuration (Ra = 1.6 x 10%, Ar = 6, and Hr = 0.5).
The maximum stream function is equal to 4.32 x 1072,

present problem, namely, a fluid is placed in a rectangular con-
tainer and heated by heaters at the mid-height. The two-dimen-
sional simulation gives us only qualitative information about
the present experiment, but it turns out to be quite useful, as
will be discussed later.

Our numerical model is based on the SIMPLER scheme (Pa-
tanker, 1980). The continuity equation, the momentum equa-
tions with the Boussinesq approximation, and the energy equa-
tion are solved. In the analysis, the flow is assumed to be laminar
and incompressible. Uniform meshes are employed in the hori-
zontal direction, while a nonuniform grid system is used in the
vertical direction with meshes graded toward the heated region.
In the numerical analysis, the axial velocity, radial velocity,
and stream function are nondimensionalized by (g BATL)'?,
(gBATL)Y'?/Ar, and (gBATL)'>D, respectively. The time,
axial location, and radial location are nondimensionalized by
(L/IgBAT)Y"?, L, and D, respectively. The temperature is non-
dimensionalized as (T — T,.)/ AT. The dimensionless heat trans-
fer rate, namely the Nusselt number, is defined as the ratio of
the total heat transfer rate to the (computed) total heat transfer
rate by conduction. Hr is set at 0.5 in the numerical analysis
as in the experiment.

For the conditions of Ra = 2.1 X 10° and Ar = 6, the values
of the maximum stream function computed with three different
grids, 31 X 41 (horizontal by vertical), 51 X 71, and 81 X 111
with the smallest mesh sizes in the vertical direction of 0.0083,
0.0042, and 0.0028, respectively, are 4.96 X 107°,4.83 X 1073,
and 4.78 X 107°, respectively. With those grids, the computed
Nusselt numbers are 1.01, 1.00, and 1.00, respectively. There-
fore, the 51 X 71 grid system is used in the present analysis.

4 Results and Discussion

4.1 Computed Results. The numerical results are dis-
cussed first. In Fig. 3, the computed streamlines and isotherms
are shown for the conditions of Ra = 1.6 X 10° and Ar = 6.
As the isotherms show, the fluid temperature changes linearly
with the vertical distance over most of the flow field, and notice-
able horizontal temperature gradients exist only in the vicinity
of the heated region. Consequently, the main fluid motion is
confined to the region near the heater. Note that the nearly
motionless fluid in the upper half is heated from below and
cooled from above, which is thermally unstable. The condition
in the lower half is thermally stable.

The flow structure remains basically the same with increasing

Ra but beyond a certain Ra (about 4.4 x 10*) the flow structure’
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STREAMLINES ISOTHERMS

Fig. 4 Computed streamlines and isotherms at equal increments for
two-dimensional configuration {Ra = 6.0 x 10%, Ar = 6, and Hr = 0.5).
The maximum stream function is equal to 3.34 x 1072,

suddenly changes. The streamlines and isotherms presented in
Fig. 4 are computed at Ra = 6.0 X 10°, which shows that the
whole upper-half region is in strong motion. The flow is a result
of a thermal instability in that region. It is known that in the
case of a fluid in a vertical cylinder which is heated at the
bottom and cooled at the top, the fluid remains motionless up
to a certain Rayleigh number and beyond that the fluid becomes
unstable, and a unicellular flow appears (Kamotani et al., 1994).
The situation in the present problem is similar to the heated-
from-below case, except that the unicellular motion in the pres-
ent problem interacts with the existing motion near the heater.
After the instability, the isotherms in the upper half become
distorted because of strong convection in that region (Fig. 4).
Therefore, we detect the onset of the instability in the present
experiment by measuring the side wall temperature distribution.

Since only the upper half becomes thermally unstable in the
present configuration, we may be able to relate the upper half
situation to the heated-from-below configuration that has been
investigated in the past by several investigators. For that reason,
we use the Rayleigh number and aspect ratio that are based on
the half of the container height (Ra* and Ar*) in conjunction
with the thermal instability. Then, the computed Rayleigh num-
ber for the onset of the unicellular motion is (5.5 + 0.1) X 10*
for Ar* = 3. The present numerical analysis deals also with the
heated-from-below case with some modifications of the thermal
boundary conditions (differentially heated bottom and top walls
and insulated side walls). The computed Rayleigh number for
the instability in that case is found to be (4.6 + 0.1) X 10*
(going from stability to instability ) when the container height/
width ratio is three. Therefore, by comparing the above two
critical Rayleigh numbers one can conclude that the two situa-
tions are very similar.

It is not clear what determines the circulation direction of
the cellular motion in the upper half in the numerical simulation.
Experimentally, a slight nonuniformity in the thermal boundary
conditions determines the circulation direction (Baumgartl et
al.,, 1989). According to the present numerical analysis, the
flow before the thermal instability and the value of Ra* for the
onset of instability depend very strongly on the nonuniformity
in the thermal conditions. For example, with only a 1 percent
difference in the right and left heater temperatures (about the
level of nonuniformity in the present experiment), the cellular
flow near the slightly warmer heater has about a 42 percent
larger stream function than the flow near the slightly colder
heater at Ra = 1.6 X 10° (Ar = 6), and the critical Ra* is
reduced by 10 percent. In contrast, the flow after the instability
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Fig. 5 Computed streamlines and isotherms at equal increments for
two-dimensional configuration (Ra = 2.1 x 10%, Ar = 2, and Hr = 0.5).
The maximum stream function is equal to 3.66 x 1072,

is not so sensitive to the nonuniformity: with a 1 percent differ-
ence in the heater temperatures, the maximum stream function
is only about a 2 percent larger than that in the uniform heating
case at Ra = 1.0 X 10°.

The situation is very different when Ar is near unity (Ar less
than about 3). The computed streamlines and isotherms at Ra
= 2,1 X 10* for Ar = 2 (the smallest Ar in the present experi-
ment) are shown in Fig. 5. The fluid motion extends nearly all
the way to the end walls so that there is no quiescent thermally
unstable region as in the larger Ar case. The flow and isotherms
are symmetric (left and right), and the isotherms are only
slightly distorted by convection, especially in the upper half.

With increasing Ra, the velocity and temperature fields inter-
act more strongly. Eventually, it becomes impossible to keep
the two cells exactly balanced and the flow becomes nonsym-
metric. The present analysis shows that the flow becomes unsta-
ble above about Ra = 4 X 10*, and the flow oscillates after the
instability. Figure 6 shows how the flow structure changes in
one period of oscillation. The figure shows that the two cells
undergo the same oscillation process, but with a 180 deg phase
shift. What is happening is that the two cells compete against

Bt

Fig. 6 Change of flow structure during oscillations in two-dimensional
computation (Ra = 6 x 104, Ar = 2, and Hr = 0.5)
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Fig. 7 Thermocouple outputs at Ra = 5.7 X 10° {Ra* = 7.1 x 10*) for
Ar = 4. Thermocouple locations are shown in Fig. 2.

each other, each cell becoming alternately large and small. The
oscillations are caused by an interaction of inertia and buoyancy
forces in the following way. When one cell becomes stronger,
it will bring more cold fluid to the lower half and, consequently,
the region just below the heated region on the side of the
stronger cell will become more thermally stratified. Eventually,
the stable thermal stratification will slow down the cell and the
other cell will then become stronger. Since the oscillations are
associated with the heated-from-above condition in the lower
half, there is no corresponding situation in the heated-from-
below configuration.

The computed dimensionless oscillation period for the condi-
tions of Fig. 6 is 30.8 (the time here is nondimensionalized by
(L/2g BAT)'?), or the dimensionless oscillation frequency is
0.032. Based on the above discussion on the oscillation mecha-
nism, the oscillation period should scale with the convection
time scale. The time scale for convection is obtained by dividing
the length scale between the hot and cold walls by the velocity
scale, which gives (L/2gBAT)'?. As for the effect of heating
nonuniformity, with a 1 percent difference in the left and right
heater temperatures, the computed critical Ra is reduced by
about 10 percent for Ar = 2,

4.2 Experimental Results.

4.2.1 Temperature Traces. The present experimental in-
formation is based mainly on the outputs from the thermocou-
ples located at various places along the cylinder side wall. Some
temperature traces obtained in two typical tests (D = 1.59 cm,
Ar=4and D = 1.91 cm, Ar = 2) are presented below, together
with the information we derive from them.

The case of Ar = 4 is discussed first. When AT is small, it
is found (Selver, 1996) that (i) the four thermocouple outputs
at each height are all close, and the fluid temperature in the
upper half is close to that at the corresponding location in the
lower half, and (ii) the outputs at different heights show that
the wall temperature changes nearly linearly in the axial direc-
tion. The information suggests that no or very weak flow exists
in the cylinder.

Beyond about AT = 3.8°C (Ra = 2.6 X 10°, Ra* = 3.2 X
10*), the four outputs at some heights begin to differ in a
systematic way. The temperature traces shown in Fig. 7 are
obtained at AT = 8.4°C (Ra = 5.7 X 10°, Ra* = 7.1 X 10%).
As seen from the outputs at the U3 location, the thermocouple
located at 0 deg (see Fig. 2) shows the highest reading, and
the thermocouple located at 180 deg shows the lowest at all
times. The readings of the thermocouples located at 90 and 270
deg are between those two values. In comparison, the outputs
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Fig. 8 Thermocouple outputs at Ra = 7.4 x 10° (Ra* = 9.3 x 10*) for
Ar = 4. Thermocouple locations are shown in Fig. 2.

from the four thermocouples at the L3 location (in the lower
half) are very close. From the data, one can infer that a unicellu-
lar motion is generated in the upper half as a result of the
aforementioned thermal instability in which the fluid moves up
around a O deg angle and flows down around a 180 deg angle.
No such motion exists in the lower half. The upflow region in
the upper half coincides with the location where the circulating
water enters the heater, and, thus, the temperature of the heater
is highest. Although the heater temperature is measured to be
less than 1 percent (of AT') higher at the water inlet than at
the outlet, the circulation direction of the motion created by the
instability is very sensitive to the nonuniformity in the thermal
boundary conditions, as shown by the aforementioned numeri-
cal analysis. For Ar* = 3 it is found that the instability occurs
around Ra* = 10° compared to the value of Ra* = 5.5 X 10*
obtained from the two-dimensional numerical computation. The
fact that the two-dimensional critical Rayleigh number is
smaller is reasonable because the side wall effect is stronger in
the cylindrical configuration.

With increasing AT, the differences in the thermocouple
readings at the same height increase, suggesting that the unicel-
lular motion becomes stronger. Then, beyond about AT = 10°C
(Ra* = 8.4 x 10%), the outputs become oscillatory in time.
Figure 8 shows the outputs of the thermocouples at the U3
and L3 locations for AT = 11°C (Ra* = 9.3 X 10*). The
thermocouples at the 1.3 location suggest that no appreciable
motion exists in the lower half, while the outputs from the U3
thermocouples show the following trends. The thermocouple
outputs at 90 and 270 deg show the largest temperature oscilla-
tion amplitudes, and they are 180 deg out of phase from each
other. The outputs at 0 and 180 deg show smaller oscillation
amplitudes, and they are also 180 deg out of phase from each
other. Note that the thermocouple at O deg is in the middle of
the upflow region, and at 180 deg it is in the downflow region.
Although not shown here, the outputs from other heights in the
upper half show that they are all in-phase with what is happen-
ing at the U3 location. Therefore, the situation is very similar
to that found in our earlier experiment in the heated-from-below
configuration (Kamotani et al., 1994). Based on the work, one
can say that the observed oscillation patterns are caused by the
fact that the unicellular motion in the upper half is rotating
back and forth around the cylinder axis so that the temperature
oscillation amplitude is large in the regions where the azimuthal
temperature gradient is large, namely, in the regions near the
interfaces of the up and down flows.

In the case of Ar = 2, the basic flow structure is different from
the above case, as shown by the two-dimensional numerical
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Fig. 9 Thermocouple outputs at Ra = 1.3 X 10° (Ra* = 1.6 x 10*) for
Ar = 2. Thermocouple locations are shown in Fig. 2.

calculation. It is found in the present experiment that no change
in the flow structure occurs before the onset of oscillations, that
is, the flow remains in axisymmetric toroidal motion (Selver,
1996). But above around Ra = 9 X 10*, the flow becomes
oscillatory. Typical oscillation patterns in the upper and lower
half are presented in Fig. 9. Unlike the oscillations patterns in
Fig. 8, all the outputs in the upper half in Fig. 9 have nearly
the same amplitude of oscillations. Figure 9 shows that the
oscillation patterns at different azimuthal locations are very
similar, but they have phase lags. We have seen a similar oscilla-
tion pattern in our earlier work on oscillatory thermocapillary
flow in the so-called half zone configuration (Kamotani et al.,
1984). Such an oscillation pattern is associated with a rotating
nonaxisymmetric toroidal flow pattern around the cylinder axis.
The rotating pattern is very similar to the two-cell pattern shown
in the present two-dimensional computation (Fig. 6). The fluid
temperature along the wall goes up and down because the rotat-
ing pattern causes alternately strong and weak convection in a
given meridian plane, as in the two-dimensional computation.
That flow structure is also similar to the one predicted numeri-
cally by Baumgartl et al. (1989) for Ar = 1 in the cylindrical
configuration. In the two-dimensional simulation, the oscilla-
tions appear around Ra = 4 X 10* (3.6 X 10* with the heating
nonuniformity ), compared to Ra = 9 X 10* for the cylindrical
configuration which is considered to be due to larger wall effect
in the latter configuration. As discussed earlier, the inertia and
buoyancy forces compete to cause the oscillations.

4.2.2 Critical Rayleigh Numbers. The critical temperature
difference for the appearance of oscillations is nondimension-
alized as the critical Rayleigh number based on the half-height
(Ra%) in order to compare with the heated-from-below config-
uration. Since the oscillation phenomenon is the main interest
in the present work, the values of RaX are measured under
various conditions. The results are presented in Fig. 10 where
Raf; is plotted against Ar*. Although the present data are taken
with four different size cylinders with overlapping aspect ratios,
the dimensionless critical conditions are very consistent with
each other. The present results are compared with the critical
Rayleigh numbers measured by other investigators in the
heated-from-below configuration. As seen in Fig. 10, the critical
Rayleigh numbers for both configurations are rather close,
which shows again that the oscillation phenomenon observed
in the present configuration is similar to that found in the heated-
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from-below tests. Ra% increases with increasing Ar*, as the
viscous retardation effect of the side wall increases.

As discussed earlier, the nonuniformity in the thermal bound-
ary conditions influences the flow and its stability. In the large
Ar case (Ar > 3), the flow structure before the thermal instabil-
ity (the appearance of the unicellular motion) and the value of
Ra for the onset of instability are very sensitive to the nonunifor-
mity, but the flow after the instability is not so sensitive to it.
Therefore, it is reasonable to expect that the onset of oscillatory
flow, which is associated with the unicellular flow, is not very
sensitive to the nonuniformity. In the small Ar case, the two-
dimensional numerical computation shows that the critical Ra
for the onset of oscillations is reduced by 10 percent with 1
percent difference in the heater temperatures. Therefore, the
effect of the nonuniformity on the critical Ra in the present
experiment is considered to be within its experimental reproduc-
ibility, which is =10 percent.

As mentioned earlier, the critical Ra for the onset of oscilla-
tions in the two-dimensional computation for Ar = 2 (Ar* =
1) is found to be about Ra,, = 9 x 10* (Rax = 1.1 X 109),
which is close to the critical Ra* for Ar* = 1 in Fig. 10 (about
1.5 X 10%).

4.2.3 Oscillation Frequencies. The oscillation frequency
is determined by applying a Fast Fourier Transform to the ther-
mocouple outputs. The present data show that the frequency
varies with the cylinder dimension and AT. It is attempted
herein to correlate those data. As discussed earlier, the oscilla-
tion period is considered to scale with the convection time
given by (L/2gBAT)'"?, and, thus, the oscillation frequency
is nondimensionalized herein by (2g8AT/L)"?. Figure 11
shows the dimensionless frequency versus Ra*. As noted by
Kamotani et al. (1994) in their work, the oscillation frequency
depends very much on the flow structure. Therefore, the present
data in Fig. 11 are for Ar = 3 and only near the onset of
oscillations, where the oscillatory flow is in back-and-forth mo-
tion. Although the data tend to scatter, they show that the dimen-
sionless frequency is nearly constant, equal to about 0.15, in
the parametric ranges of the present experiment, which means
that the frequency scaling is proper. As Fig. 11 shows the di-
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mensionless frequencies in the heated-from-below configuration
are nearly equal to the present data within the data scatter.

5 Conclusions

An experimental study has been made of natural convection
oscillations in gallium melts placed in circular cylinders heated
locally from the side. Numerical analysis has also been per-
formed in a two-dimensional configuration to obtain qualitative
information about the flow in the present experiment. The pres-
ent work has identified interesting buoyancy-driven flow phe-
nomena in enclosures associated with low Pr fluids.

When Ar is larger than about 3, unicellular flow appears in
the upper half of the cylinder beyond a certain Ra due to a
thermal instability, and it interacts with the toroidal flow near
the heater. The unicellular flow becomes oscillatory beyond
RaZ. The oscillations are associated with back-and-forth rota-
tion of the unicellular structure. RaX increases with increasing
Ar. The period of oscillations scales with the time of convection
from the heater to the cold wall. The flow in the upper half is
very similar to that found in the heated-from-below configura-
tion, and Ra} and the dimensionless oscillation frequency in
the present configuration are close to those for the latter config-
uration. In the case of Ar near unity, the axisymmetric toroidal
flow occupies the whole cylinder. With increasing AT, the to-
roidal flow becomes nonaxisymmetric and rotates around the
cylinder axis, which causes temperature oscillations at a fixed
point. The oscillations are caused by an interaction of inertia
and buoyancy forces.
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tions for zone-averaged variables of each fluid with allowance for interface transport
of momentum and energy. The effects of thermal and potential energy driven convec-
tion as well as Prandtl number are investigated. The material interface is represented
by the contour of the volume fraction separating the fluids. The effect of the buoyancy
Jforce due to the initial potential energy of the fluids is found to predominate over

thermal buoyancy for comparable Grashof numbers.

Introduction

Research interest in buoyancy-driven convection in cavities
has been motivated by its relevance in many applications includ-
ing materials processing, oceanography and biotechnology. A
variety of such convective flow phenomena can be produced
by changing the orientation and magnitude of the temperature
and concentration gradients. Most previous theoretical studies
of these problems have often assumed perfectly mixed Bous-
sinesq fluids at relatively small density gradients or Atwood
numbers. However, such perfectly mixed conditions rarely exist
in real systems. This paper examines an alternative model that
allows for representation of buoyancy-driven flows for unlim-
ited range of density gradients.

Buoyancy-driven flows resulting from thermosolutal convec-
tion have been thoroughly reviewed by Ostrach (1980). Bejan
(1985) performed scale analysis to investigate the relative im-
portance on the flowfield of dimensionless numbers including
the Prandtl number (Pr), Lewis number (Le), aspect ratio (A,),
and buoyancy ratio (N). Hyun et al. (1990) numerically studied
thermal and solutal buoyancy convection in a cavity aligned
normal to the gravity vector. A layered flow structure was ob-
served for particular values of N and Le with both opposing
and cooperating buoyancy forces. The numerical results were
consistent with the experimental data of Kamotoni et al. (1985)
and Wu and Gau (1992).

The literature on fluid mixing is quite extensive. Mixing in
the laminar regime has received considerable attention in recent
years due to the relatively high power requirement for turbulent
mixing and the shear sensitivity of some materials. Aref and
Tryggvason (1984 ) studied the use of two alternating agitators
for mixing. Chien et al. (1986) investigated chaotic mixing in

moving boundary cavities. Ottino (1989) used an exponential -

increase of interface length to indicate chaotic mixing in a sys-
tem. Duval (1992) demonstrated that three regimes could be
identified depending on the Grashof number (Gr). These re-
gimes are diffusive (at low Gr), convective (moderate Gr),
and chaotic (high Gr).

Tlegbusi et al. (1997) studied a model isothermal problem
comprising of two fluids meeting at a sharp density interface
similar to that of Duval (1992). It was found that the Reynolds
number (or equivalently, the Grashof number), plays a signifi-
cant role on the flow characteristics and the interface evolution.
Three flow regimes were observed as in Duval (1992) de-
pending on the parametric range of the Reynolds number,
namely, chaotic (Re > 500, Gr > 10%), convective (1 = Re
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= 500, 1 = Gr = 10%), and diffusive (Re < 1, Gr < 1). It
was also demonstrated that even without external agitators and
moving boundaries, the initial orientation and configuration of
the fluids in a cavity could produce chaotic mixing. Two vorti-
ces were observed at the center of the cavity that behaved like
the agitators in Aref and Tryggvason’s (1984) study. In another
paper, Ilegbusi et al. (1996) demonstrated that the material
interface and flow characteristics were strongly dependent on
the Atwood number for a purely isothermal system.

In the present paper, the effects on the flowfield of Atwood
number, Prandtl number, buoyancy ratio and aspect ratio are
considered for a nonisothermal system. A model problem is
considered similar to those of Ilegbusi et al. (1996, 1997) but
with the fluids now subjected to a horizontal temperature gradi-
ent. The vertical side walls of the cavity are maintained at
constant temperatures to produce an aiding effect on the buoy-
ancy generated by the density gradient. A two-fluid model is
employed to calculate the zone-averaged velocities, tempera-
tures, and volume fractions of the fluids. The fluids are thus
assumed to share occupancy of space but retain their identity
throughout the mixing process. Transport equations are solved
for the flow variables, and allowance is made for the interface
transfer of momentum, mass, and energy. The calculated vol-
ume fraction (or existence probability) of each fluid coupled
with the interface evolution provides a measure of the degree
of mixing in the cavity.

This paper is divided into four sections of which this introduc-
tion is the first. Section 2 contains the mathematical formulation
comprising the governing equations, boundary and initial condi-
tions, and a summary of the numerical method. The computed
results are presented and discussed in section 3. Section 4 con-
tains the concluding remarks that summarize the major findings
of the study.

Formulation

Consideration is given to two miscible fluids of different
thermophysical propetties inside a closed cavity initially sepa-
rated by a valve, as shown in Fig. 1. The lighter fluid is on the
right and the heavier fluid on the left. The two fluids initially
are assumed to have the same temperature 7;. The temperatures
at the two vertical walls are suddenly changed to Ty and Teou,
and they are maintained at these levels thereafter. The top and
bottom walls are well insulated and impermeable. It is further
assumed that no initial perturbation of the interface occurs due
to the removal of the valve. The flow subsequently evolves
under the combined buoyancy forces due to density and temper-
ature gradients.

This flow configuration has been chosen for several reasons.
First, it is a Rayleigh-Taylor-type problem that is ideally suited
for testing the two-fluid model, especially since a similar con-
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Fig. 1 The initial positions of the two fluids

figuration has been studied with a purely Boussinesq model
(Duval, 1992). Second, it provides a mechanism for fundamen-
tally studying the parametric range under which diffusive, con-
vective, and chaotic mixing phenomena occur. In addition, this
configuration has several features that are similar to the mushy/
melt interface during phase transformation in alloy processing
and crystal growth, as well as the slag/metal interface in ladle
metallurgy.

To represent mixing in the system for a parametric range
covering large density gradients, a two-fluid model (Ilegbusi
et al., 1997) is employed. This model is based on the concept
of two interpenetrating fluids mixing as a result of shear and
“‘sifting’’ mechanisms. Sifting occurs due to imbalances be-
tween body forces and pressure gradients, and are believed
to cause the Rayleigh-Taylor type of instabilities (Spalding,
1984). The two fluids are assumed to share space in propor-
tion to their existence probabilities or volume fractions, f; and
J2, such that

fitfo=1L (D

In the above and subsequent equations, subscript 1 refers to
fluid 1 and subscript 2 refers to fluid 2.

The fluids are regarded as two intermingled phases separated
by sharp, flexible boundaries that interact with each other
through the sharing of space and exchange of mass, momentum,
and energy. Thus, at any location there is a pair of each flow
variable, such as velocity components, temperatures, and vol-
ume fractions.

Nomenclature

0.85

T

Fig. 2 Effect of interface friction coefficient ¢, on volume fraction of the
first fluid at (L/2, H/2, t). (Gre = 3.7 X 10%, A, = 1.0)

The pertinent transport equations can be nondimensionalized
by defining the following scaling relations:

T = ! X = d y=2
H2/aref ’ L ’ y H
o= Pi —_ U 5= Ui
pz',ref aref/L Oref /H
= I — Te
7= _2_p_2 . 0= o
X ref Pi ref / H Thot - Tco]d

where L and H are the length and height of the cavity, respec-
tively, pi s is the density of the fluid / at a reference temperature
T, p is the shared pressure, o, is thermal diffusivity at the
reference temperature, and Ty, and T4 are the temperatures of
the hot and cold walls, respectively.

The governing transport equations expressing the conserva-
tion of mass, momentum, and energy can be expressed as (Ileg-
busi et al., 1996, 1997)

Continuity.
0 . 12— 0
— (fip) + Al — (fipi) + — (fipioi) = 0
87_(fp) af(fpu) 6)T(fpv)
U-Momentum.

a 0 J .
~ iMinj AE—_ i ii2 A iFiwily
o (fipiw) + 6x_(fpu )+ 8}7(fpuv)

(2)

or
ox

. 0%
r o
ox?

—
- —f +F(E{—u—2)+Pr<A +—8_""> (3)
oy

A, = aspect ratio
A, = Atwood number
¢, = specific heat
f = volume fraction
F = interfluid friction coefficient
Grp = Grashof number based on the ini-
tial potential energy
Gry = thermal Grashof number
H = height of the cavity
k = thermal conductivity
! = length of the interface
L = length of the cavity
N = buoyancy ratio

cient

t = time
T = temperature

w = mixing width
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p = static pressure
Pr = Prandtl number
Q = interface heat conduction coeffi-

Re = Reynolds number

T.s = reference temperature
u = x-direction velocity
v = y-direction velocity
V = generalized velocity

y = vertical coordinate

Greek Symbols
o = thermal diffusivity
ae = reference thermal diffusivity
4 = viscosity
p = fluid density
p = mixture density
pres = reference density
o = Liapunov exponent
v = kinematic viscosity
¢ = stream function

x = horizontal coordinate
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Cref

In Equations (2)—(5), subscript i = 1, 2 represents the first
and the second fluid respectively, and u and v represent velocity
components in the x and y-coordinate directions. The second
terms on the right side of the momentum and energy equations
are, respectively, the dimensionless interfluid exchange terms
due to friction and heat conduction at the interface. The dimen-
sionless interface friction coefficient F is here expressed as

Fi

F=—rt 6
et pi,ref /H2 ( )
where
Fig. 3 Grid independence results
Fi = —F, = caphts, N
V-Momentum. in which p is a mixture (ensemble average) density defined as
p = fipr + fopa. (8)

[ i} a
— (fipvi) + A} — (fipmv;)) + — (fipivi®)
or fip ox s oy The drag coefficient ¢, in Eq. (7) was systematically estab-
Py lished in a prior work to be approximately 20.0 by application
= —f _82_ + F(v] — %) + Gry Pr? 6, of the two-fluid model to a range of Rayleigh-Taylor problems
v

(Andrews, 1995). A typical result of a sensitivity test performed

% 8% on this value for the present problem is presented in Fig. 2. It
+ Pr (Af 6—_; + 5—_—;) (4) is seen that increasing ¢, from 20 by an order of magnitude
x Y
0.8 0.2
0.6 0.4
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Fig. 4 Comparison of predicted isotherms with the numerical results of Litsek and Bejan (1988): (a) present study (b) Litsek and Bejan {Ra = 105,
Pr = 0.71, A, = 0.5)
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Fig. 5 Interface behavior in the diffusive regime (Grr = 0.37, A, = 1.0)

does not significantly change the volume fraction at the moni-
tored point. This result is typical of other locations in the system.
The dimensionless interface heat conduction coefficient takes
the form of
~ O
Q=—""-73 €))

B arefpi,refcp,i /H2 '
where
O =-0 = CpchFla (10)

in which ¢, is the mean specific heat, and ¢, is an empirical
constant relating interface heat conduction to the fluid variable.
The coefficient ¢, is necessary so that additional modification
to the interface friction relation (Eq. 7) is not required. A value
of ¢, = 0.05 was systematically established in previous studies
(Ilegbusi and Spalding, 1989; Ilegbusi, 1994; llegbusi, 1995)
by comparison of predictions with a large set of experimental

=085 V max=1.74x104

¥ max=8.93x10"

Fig. 6 Evolution of interface and flow pattern in the chaotic regime {Grp
= 8.7 X 10%, A, = 1.0)
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Fig. 7 Formation of tendril and whorl structure depending on Atwood
number at 7 = 2.55, Grp = 3.7 x 10°%; (a) A, = 5.0 X 107%; (b) A, = 0.13;
and (c) A; = 0.36

data on a range of problems. This value was adopted in this
study after performing preliminary sensitivity tests, the results
of which are not presented here for lack of space.

Thermal buoyancy is represented by allowing p; to vary with
temperature; thus,

pi = pretill = BTy — Toer) ], (11)

where g is the thermal expansion coefficient.

The generalized velocity used for the vector plots can be
expressed as

V = (7% + 132, (12)
and the stream function is calculated from
¥ = —vdx + mdy, (13)

where u and v, appearing in Egs. (12) and (13), are the mixture
velocities calculated from the relation

(14)

Bl
Il

lef; + i fy
and

T="7fi + Tfs (15)
The above equations indicate that the nonisothermal system
can be characterized by the following dimensionless numbers:

Aspect ratio: A, = H/L

Grashof number (thermal): Gry = SATgH>/v?

Prandtl number: Pr = v/a

The additional dimensionless numbers may be determined by
considering a purely isothermal system for which the buoyancy-
driven flow results from the potential energy gradient of the
system. This energy can be shown to be proportional to the
gravity force and density difference between the two fluids;
thus,
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Fig. 8 Evolution of interface, temperature field, and flow pattern for pure thermal convection (Grr = 3.7 x 10°, N = 0, A, = 1.0)

gH’L
4

Assuming no energy losses, the potential energy released is
converted into kinetic energy, as follows:

1 HL

KE = - — + p2)V2,

) (p1 + p2)
where V is a mean velocity in each fluid. Thus the maximum
value (with no losses) for the velocity is readily obtained by
equating (16) and (17) to give

V = VgHA,. (18)

This maximum velocity is then used for the velocity scale. This
velocity also provides a useful kinematic time scale for the

problem as
Tk = E = ﬂ .
4 8A,

The ratio 1/7, is the Brunt-Viisilid frequency (Turner, 1973)
that plays a key role in describing oceanographic fluid oscilla-
tions.

For this purely isothermal situation, it can be shown that the
additional dimensionless groups that characterize the system are

A = Apl(p + pa)
Grp = A,gH3/7/2

APE =

(pr = p2). (16)

YD)

(19)

Awood number (nominal ):

Grashof number (potential energy):

Journal of Heat Transfer

It should be noted that the Grashof number due to the potential
energy depends on the Atwood number.

For the combined system, the relative significance of both
thermal-buoyancy and potential energy convective sources can
be expressed by a buoyancy ratio defined as

Buoyancy ratio: N = Grp/Gry = A/JBAT

The values of the dimensionless numbers used in the computa-
tion are summarized in Table 1,

Initial and Boundary Conditions. The two fluids are ini-
tially at rest at temperature §,. At 7 = 0, the left and right wall
temperatures are suddenly changed to 6.4 and 8y, respectively.
Thus, the initial conditions can be expressed mathematically as

T=00<x<,0<y<1

B=Wm=17="17=00 (20)
x<% fi=10, £,=00 ' 21
x=3 £,=00, fi=10 (22)
6,=6,=6 =05 (23)
T=00<y<1
X = 0: 0 = Qcold (24)
x=1 8 =08 (25)
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Fig. 9 Evolution of interface, temperature field, and flow pattern for N = 0.5 and Pr = 10 (Gr, = 3.7 x 10°, Gry = 1.85 X 105, A, = 1.0)

The boundary walls are fixed and no-slip condition is imposed
on all velocities. The left and right wall temperatures are fixed
at f.qe and By, respectively. The top and bottom walls are
assumed to be adiabatic. These conditions can be expressed as

h=m=7=10=00 (26)
on all walls, and
x=0 6,=10,=~06uw=-05 (27)
x=1 6,=0;=04y=05 (28)
y=20,1. 00,/0y = 00,/0y = 0. (29)

120 / Vol. 120, FEBRUARY 1998

Mixing Characteristics. Following Ilegbusi et al. (1996,
1997), three parameters are used to quantify the state of mixing
inside the cavity. These parameters are as follows: (i) dimen-
sionless length [*, defined as

(30)

in which /, and / are, respectively, the material interface lengths
at the initial and later time 7; (ii) dimensionless width, w*,
expressed as

— (W — Wo)
Wo
where w is the interface width defined as the average distance

w*

; (31)
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Fig. 10(a) Effect of buoyancy ratio on interface eiongation
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Fig. 10(b) Effect of buoyancy ratio on interface width

between the 0.05 and 0.95 contours of volume fraction of one
of the fluids at time 7, and w, is the initial width; and (iii)
Lyapunov exponent o, which is an indicator of chaos in the
system. Ottino (1989) associated good mixing with rapid diver-
gence of a material line from an initial position. The Lyapunov
exponent expresses this divergence in the following form:

a=lim<—1—ln@>,

M s (32)

10

in which | dS| is the material length at the initial state and | ds|
is the length at a later time 7. A nonzero value of o implies
that the material line elongates exponentially.

Numerical Details

The choice of the appropriate numerical scheme is crucial
due to the sharp density interface that exists in the system
considered. A drawback of conventional high-order finite differ-
ence techniques for buoyancy-driven flows dominated by non-
linear advective terms (as in the present situation ) is the numeri-
cal oscillation that may occur as the transported component can
become negative during the course of the computation. This
oscillation can lead to unphysical resuits, such that the volume
fraction may be negative or exceed 1 over the domain. The van
Leer method prevents such unphysical results, while main-
taining high-order accuracy (Andrews, 1995); it is thus em-
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ployed here in the computation of the convective terms. The
governing equations are solved in two steps such that an inter-
mediate value which is calculated from the convective terms is
updated with Lagrangian source terms as described below.

The volume fractions of the fluids are calculated from the
continuity equation (Eq. 2) in two stages of x-step followed by
y-step as follows:

x-step.

fremg = fipmp + 8V, — 8V, (33)

y-step.

Fie'mpt = flomg + 6VE, — 6V, (34)

where m", m*, m"*! are old, intermediate, and new values of
phase masses, respectively. The other terms represent the mass
fluxes over the cell faces. For example, the mass flux over the
east face for the first fiuid is

_6Vl,e = AyAtp:eu:eflTe’ (35)
where the tilde denotes cell face values computed using a high-
order van Leer scheme described in Andrews (1995) and Ileg-
busi et al. (1997) instead of the upwind procedure often em-
ployed in many numerical schemes. By applying the van Leer

method, the volume fraction of the first fluid on the east face
can be expressed as

Fie = Frapwns + sign(el,e)<1"—2'€“')AxDu, (36)
where
D, = § min {IDl, 2|AA;| , 2'?:‘ }
Aw =ty = flun Be=flo=fl, BT

€le = 5V1,e/V’11,upwind
OVi.: volume flux on east cell face of fluid 1
Viepwina: volume of upwind cell occupied by fluid 1 at time »

0.030 T T
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Fig. 11 Lyapunov exponent as a function of buoyancy ratio
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and
1 if Aeand Aw >0
S=94 -1 if Aeand Aw < 0. (38)
0 otherwise

The | D| value in the van Leer limiter can be chosen as D =
0.0 for first-order accuracy, D = (Ae + Aw)/2Ax for second-
order accuracy, and

1+ I€1‘e|AW 2 — |61’9|Ae for €L, = 0
3 3 '
D= A (39)
1+ |§1,9|Ae+2— |2’el Y for €, <0

for third order accuracy (Ilegbusi et al.,, 1997). The latter
scheme has been employed in the computations presented here.

An intermediate cell mass is calculated by adding the x-step
phase mass equations (Eq. 33) to give

mﬁ = nﬂ + 6v@ - 6‘27 (40)

where 6V, and 6V, represent the net mass fluxed over the east
and west faces, respectively. Similarly, the new value of the
cell mass m**! can be calculated from the y-step phase mass
equation (Eq. 34).

The calculation procedure for phase momentum and energy
is similar to the phase mass explained above. The momentum
and energy equations are then updated with the appropriate
source terms. However, the velocities obtained after this source-
term updates do not necessarily satisfy the continuity equation.
Similar to the SIMPLE algorithm (Patankar and Spalding,
1972), a pressure correction equation is obtained by using phase
velocity corrections such as

ul ™l =k + Awg,, Vi = vE 4 Avgy, (41)
and a pressure correction
Pt = ph + Apy. (42)

These correction terms are then substituted into the momentum
equations and substracted from the original momentum equa-
tions to yield the following velocity influence equations:

At
Au;, = —— (App — Apg) (43)
iZXx
At
Ay, = —— (App — Apy). (44)
pily

The following Poisson equation for pressure correction is ob-
tained from substituting the above velocity influence equations
in the continuity equation (Eq. 2); thus,

apApp + agApy + awApw + ayApy + asAps = —R,  (45)
with, for example,
n+1 n+1
gy = — DAY ( be S 2 > (46)
Ax P1 P2

and, R is the mass residual evaluated from the starred velocities
in the velocity correction equations. The Poisson equation is
then solved with the Gauss-Seidel iteration method until the
mass residuals over all the cells are less than a prescribed value
(typically, 10 ). Further details of the numerical method may
be found in Andrews (1995) and llegbusi et al. (1997).

A numerically accurate result is obtained in each case with
a 40 X 40 grid system. This grid system was selected from a
systematic grid refinement test performed on 10 X 10, 20 X
20, 40 X 40, and 60 X 60 uniform grid systems. The results of
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this test at a typical time (7 = 2.5) are presented in Fig. 3
showing plots of f; = 0.5 for the grids considered. It is seen
that all the grids exhibit most of the qualitative features of the
system. However, the detail features of the interface -such as
Kelvin-Helmoltz instability at the center and wall plumes at the
top and bottom of the cavity are better represented with the
larger grid numbers. The profiles do not appear to change sig-
nificantly beyond the 40 X 40 grid system, indicating numerical
accuracy of the results. This system corresponds to a 1.25 mm
grid size.

Validation of the Two-Fluid Model

The validity. of the two-fluid model was first demonstrated
by repeating the calculation of Litsek and Bejan (1985) on
transient natural convection between two zones in an insulated
enclosure. Figure 4 presents a representative set of predictions
of the isotherms based on the two-fluid model compared with
the corresponding results of Litsek and Bejan (1985) which
assumed Boussinesq fluid. It is seen that the two sets of results
are qualitatively similar, although there are some qualitative
differences in details. These differences are expected to become
larger as the density gradient increases and the assumption of
the Boussinesq fluid is no longer valid.

Results

The dynamics of the problem considered (Fig. 1) is governed
by the five dimensionless parameters already identified: N, Grp,
Grr, Pr, A,, and A,. While computation can be performed with
any combination of these parameters, the objective here is to
present sample results to illustrate their effects on the flow
characteristics, as well as the thermal field and the interface
evolution. Both isothermal and nonisothermal systems are con-
sidered. The results include velocity vectors, streamlines, and
evolution of the interface and temperature field. The interface
is demarcated by the 0.05 and 0.95 contour values of the volume
fraction of the first fluid. A representative isotherm, here chosen
as the mid-value between the hot and cold wall temperatures, is
shown on each temperature contour plot. Note that the reference
velocity in the vector plots is chosen as the maximum velocity.

Effect of Grashof Number Based on the Initial Potential
Energy, Gr, (Isothermal Case). The results for this flow
situation are presented in Figs. 5~7 for the evolution of the
interface, streamlines, and velocity vectors. A wide range of
Grp values ranging from 0.37 to 3.7 X 10° are considered in
the absence of thermal convection.

It is seen from Fig. 5 that for the lower limit of Grashof
numbers (Grp < 1), the initial potential energy of the system
is too weak to generate flow. For this range of Grashof numbers,
the nonlinear terms in the momentum. equation are negligible,
and fluid mixing occurs diffusively.

Figure 6 shows that interesting flow structures are formed at
a larger Grashof number, Gr, > 10° (chaotic regime). The
heavier fluid initially pushes the lighter one to form an internal
wave. The internal wave subsequently breaks up producing a
large mixing area. Figure 7 shows the significance of the At-
wood number, A,, on the interface morphology and the velocity
field in the chaotic regime for Gr, = 3.7 X 10°. The material
interface forms a tendril structure at low A, similar to that ob-
served using Boussinesq approximation by Duval (1992), and
a whorl structure develops at large A,. A vortex roll develops at
the core region and stretches the interface. This vortex becomes
relatively stronger as the Atwood number increases. It should
be remarked that the similarity of the present results to those
of Duval is another evidence of the validity of the two-fluid
model.

Effect of Buoyancy Ratio, N. The results demonstrating
the influence of the buoyancy ratio, N, on the flow characteris-
tics are presented in Figs. 8—11. The flow and associated ther-
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Fig. 12 Evolution of interface, temperature field, and flow pattern for N = 1 and Pr = 10 (Grp = Gry = 3.7 X 105, A, = 1.0)

mal field and interface evolution are shown for N ranging from
0 to 1000. The lower limit of the buoyancy ratio corresponds
to pure thermal convection, while the upper limit corresponds
to convection resulting purely from the initial potential energy
of the system.

In the first set of calculations, the density difference between
the two fluids is set to zero, while all other thermophysical
properties remain constant. It is assumed that only density is
affected by the thermal field. Figure 8 shows that in the pure
thermal buoyancy situation a counter-clockwise circulation is
formed in the system that pushes the fluid from the top and
bottom of the cavity. The interface configuration takes a rela-
tively longer time to develop in pure thermal convection com-
pared to that due solely to the potential energy which was
presented in the previous section. This result clearly indicates
that for such systems Grp may indeed have a more dominant
effect on the flow characteristics than Gry. Figure 8 also shows

Journal of Heat Transfer

that the interface evolution with pure Gry is qualitatively similar
to the behavior under pure Grp that was presented in Fig. 6.
The result for N = 0.5 is presented in Fig. 9. The effects of
both buoyancy sources are generally complementary. It is seen
that the clockwise-rotating circulation cell observed at 7 =
0.00059 in the pure thermal buoyancy situation (Fig. 8) is now
replaced by four vortices around the corner region, with the
diagonal vortices rotating in the same direction (at 7 =
0.00059). The interface breaks up at a later time (approximately
7 = 0.00098 in Fig. 9) as compared to pure potential-energy
driven convection presented in Fig. 6. This result can be attrib-
uted to the strength of the inner vortices. Due to the additional
effect of the thermal convection in the present situation, the
heavier fluid pushes the interface downward at the left and
upward at the right side for this low buoyancy ratio (¥ = 0.5).
A comparison with Figs. 6 and 8 indicates that the counter-
clockwise vortices combine as NV increases, with a consequent

FEBRUARY 1998, Vol. 120 / 123

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T =0.00059 6

Wi = 64.71

d

Fig. 13 Evolution of interface, temperature field, and flow pattern for N = 1 and Pr = 1000 (Grp = Gr; = 3.7 X 10%, A, = 1,0)

complementary effect on the interface evolution. It is seen from
Fig. 9 that at a later time (7 = 0.00178) two circulation patterns
develop in the thermal boundary layers of the hot and cold walls
and squeeze the potential-energy-induced circulation to the cen-
ter of the cavity. Figure 8 also shows that a continuous oscilla-
tion of vortex cells occurs at this buoyancy ratio. The vortex
cells merge and break up continuously in time. The system
exhibits a more symmetrical behavior and reaches steady state
faster with increasing buoyancy ratio, as seen by comparing
Figs. 6, 8, and 9.

The interface elongation and mixing width are presented in
Fig. 10. Figure 10(a) shows that the interface elongates expo-
nentially when the buoyancy force due to the potential energy
is effective (N — «), but grows approximately linearly with
time in pure thermal convection (N — 0). The elongation
reaches a maximum value at N = 1. This trend can be attributed
to the combined effects of both buoyancy forces. Figure 10(a)
also shows that the interface elongation at N = oo is greater
than at N = 0. These results suggest that the convection induced
by the initial potential energy has a larger effect on mixing than
the thermal convection for the Prandt] number range considered.
The abrupt change in interface elongation for curves 1, 2, and
3 indicates a breakup of the interface and rapid transition to a
stratified configuration during chaotic mixing. Figure 10(b)
shows that the interface width is approximately independent of
N, exceptat N = O (i.e., pure thermal convection). The decrease
of width observed in curves (2, 3, 4) represent the contraction
of the interface due to stretching. Most of this contraction occurs
before the breakup of the interface when the elongation reaches
its maximum value. Subsequently, the mixing width increases
rapidly due to the chaotic mixing.
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Figure 11 shows the variation of the Lyapunov exponent ¢
with N. It is seen that while there is a step change in o for low
buoyancy ratios, it remains invariant at higher ratios. The step
change indicates a transformation from relatively mild to strong
mixing as N increases. It should be remarked that a positive
value of the Lyapunov exponent indicates an exponential in-
crease in the interface length as observed in Fig. 10(a), and is
a signature of chaos in the system (Ottino, 1989).

Effect of Prandtl Number. The buoyancy ratio is kept
constant at N = 1, and the Prandtl number is varied from 1 to
1000. The results for this case are presented in Figs. 12-14.

It is seen from Figs. 12 and 13 that the early-time behavior
of the flow field (at 7 = 0.00059) is essentially independent of
the Prandtl number. This result can be explained by the domi-
nant role of potential-energy induced buoyancy at this stage.
Figure 12 shows that the flow field is characterized by a counter-
clockwise vortex in the core region (at 7 = 0.00019). Subse-
quently, the large circulation cell is transformed into four vorti-
ces around the core region at 7 = 0.00059. It is apparent from
the streamline plots at 7 = 0.00059 in Figs. 12 and 13 that, in
contrast to the combined cell observed for N — o for potential-
energy-induced convection, (Fig. 6), two separate vortex rolls
are now formed at the diagonal between the top right corner
and bottom left corner of the cavity, independent of the Prandtl
number. Elliptic points (Ottino, 1989) are formed between these
two cells. It is also interesting that a strong flow circulation
now completely spans the two side walls rather than the weak
structures localized at the top part of the left wall and the bottom
part of the right wall that was observed in the pure potential
energy-induced convection situation of Fig. 6.
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The effect of Prandtl number is very distinctive at 7 = 0.0018,
as seen in Figs. 12 and 13. Three vortices are formed at the
diagonal between the top left corner and bottom right corner,
and the cell at the center is stronger at higher Prandtl numbers.
However, the corner vortices are relatively stronger at low
Prandtl numbers due to the stable temperature field. A close
inspection of the interface pattern at 7 = 0.00118 in both figures
shows that at the lower Prandtl number (Fig. 12) plumes extend
towards the bottom of the left wall and the top of the right wall.
The right plume disappears at the higher Prandtl number (Fig.
13) and a horizontal intrusion layer of the denser fluid is
dragged from left to right by a secondary flow that develops at
the bottom left corner, It is also seen that the fluid fragments
from the remnants of the wall plumes at the top and bottom of
the cavity move and partially diffuse in the flow field.

Figure 13 shows that the interface evolves faster than the
temperature field at the higher Prandtl number. It is seen that a
cold front develops at the bottom of the cavity that initially
propagates into the core. This behavior is subsequently repeated
at the top section when the velocity field changes direction.
After about 7 = 0.00178 two thermal boundary layers develop
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near the side walls for the lower Prandtl number (Fig. 11), and
the potential-energy-driven flow becomes dominant in the core
region, At the higher Prandtl number (Fig. 13), only one bound-
ary layer develops at the left wall. At a later stage, the denser
cold fluid pushes the lighter hot one rightwards at the bottom
section. An S-shaped temperature isotherm develops similar to
the behavior typically observed in conventional thermosolutal
convection phenomena (Hyun and Lee, 1990).

It is seen from Figs. 12 and 13 that the interface exhibits a
more asymmetric behavior as Prandtl number increases. This
trend may be attributed to the slower propagation of the thermal
field than the velocity field at high Prandtl numbers. Since the
system is initially at the temperature of the hot wall, the flow
field that develops near the cold wall significantly influences
the interface behavior.

The effect of Prandtl number on the interface elongation and
the mixing width are presented in Fig. 14. The interface attains
a maximum elongation at a relatively low Prandtl number. Be-
yond that, the effect of Prandtl number on the elongation is not
quite distinctive. This result may be due to the oscillation of
the interface prior to breakup at the high Pr range. Figure 14(b)
shows that there is a slight increase in the mixing width at low
Prandtl numbers perhaps due to enhanced diffusivity.

Conclusion

The mixing of fluids inside a cavity has been studied with a
two-fluid model under isothermal and nonisothermal conditions.
The effects of thermal and potential energy-induced buoyancy
and Prandtl number have been considered.

For the isothermal system, mixing occurs diffusively at low
values of potential energy-based Grashof number (Grp, < 1),
and the material interface remains essentially undistorted. At
relatively large Grashof numbers (Grr > 10°), the internal
wave that forms at early stages subsequently breaks up to pro-
duce chaotic mixing. The chaotic regime is found to be most
efficient for mixing.

For the nonisothermal system, the potential-energy induced
buoyancy appears to play a dominant role in the mixing process
for the system considered. The material interface requires a
longer time to develop for pure thermal convection compared
to potential-energy driven convection. The system exhibits
asymmetric behavior at low buoyancy ratios and the interface
elongation and the mixing width rapidly reach the pure poten-
tial-energy induced convection limit.

The results indicate that while Prandtl number does not sig-
nificantly affect the mixing efficiency, it influences the flow
pattern, the interface evolution, and the thermal field.

For low levels of Grashof numbers (Grr < 1 and Grp < 1),
the flow field and the interface behavior are not affected by
buoyancy forces. Such a situation would be ideal for crystal
growth processes where flow control and minimal convection
are desired.

While the configuration considered here is relatively simple,
it serves several useful purposes. First, it provides a means of
directly representing the two-fluid model. Second, it simplifies
the study of the parametric range under which the basic mecha-
nisms of mixing (diffusive, convective, chaotic) occur. This
configuration is also of practical relevance in materials pro-
cessing as it may represent, at a fundamental level, the mushy
zone/melt interface in alloy solidification and crystal growth
processes as well as the slag/metal interface in laddle metal-
lurgy. The application of the two-fluid model to the latter situa-
tions will, of course, require modification to the interfacial
sources and allowance for chemical reaction and species trans-
port. Additional validation of the two-fluid model will also re-
quire a well-controlled experiment.
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Stability of Mixed Convection
in a Differentially Heated
Vertical Channel

In this study, the linear stability of mixed convection in a differentially heated vertical
channel is investigated for various Prandtl numbers. The results indicate that this
Sully developed heated flow can become unstable under appropriate conditions. It is
Sfound that both the Prandtl number and Reynolds number hold very important effects
on the critical Grashof number, wave number, wave speed, and instability mechanism
for higher Prandtl numbers. For low Prandtl numbers, the effects from the Prandtl
number and Reynolds number are relatively small. The most significant finding is
that the local minimum wave numbers can be as high as eight for Pr = 1000, which
is substantially higher than those found before for other heated flows. The existence
of multiple local minimum wave numbers is responsible for the sudden jumps of the
critical wave number and wave speed and the sudden shift of instability type for
higher Prandtl numbers. The energy budget analysis shows that the thermal-shear
and shear instabilities dominate at both low and high Reynolds numbers for Pr =
0.7 and 7. It is the thermal-buoyant instability for Re < 1365 and shear instability
for Re = 1365 for Pr = 100. The thermal-buoyant and mixed instabilities are the
possible instability types for Pr = 1000. In general, for mixed convection channel
flows, the instability characteristics of differentially heated flows are found to be
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substantially different from those of uniformly heated flows.

1 Introduction

Mixed convection flows in vertical channels and annuli are
found in many engineering applications. The characteristics of
thermal instability associated with these flows have been inves-
tigated extensively in recent years. Because of the distinctively
different instability behaviors, two major categories have been
examined: constant heat flux wall heating and differential heat
flux wall heating (the two boundary walls are each kept at a
constant but different temperature). For the former, the buoy-
ancy-driven flow is either in the same direction as the pressure
gradient-driven flow (buoyancy-assisted mixed convection) or
in the opposite direction (buoyancy-opposed mixed convec-
tion). For the latter, the buoyancy-driven flow is in the same
direction of the pressure gradient-driven flow in one-half of the
channel and in the opposite direction in the other half, which
simply means that the buoyancy-assisted and buoyancy-op-
posed flows exist simultaneously in the same channel. As a
result, the laminar base velocity and temperature profiles are
totally different between the two. Both profiles are symmetric
with respect to the center line for the constant heat flux case
while they are asymmetric for the constant temperature case.

For the constant heat flux case, the instability type is in
general the thermal-buoyant instability for the buoyancy-as-
sisted flow. They are the Rayleigh-Taylor instability and ther-
mal-shear instability for the lower and higher Reynolds num-
bers, respectively, in the buoyancy-opposed flow. For the con-
stant temperature case, thermal-shear instability is generally
found for low to moderate Reynolds numbers and shear instabil-
ity is for high Reynolds numbers. Furthermore, the instability
character depends strongly on the Prandtl number for the buoy-
ancy-assisted flow, and the Prandtl is a weak parameter for the
buoyancy-opposed flow. Chen and Chung (1996) gave a de-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HeAT TRANSFER. Manuscript received by the Heat Transfer Division January
21, 1997, revision received September 2, 1997; Keywords: Channel Flow; Heat
Transfer; Mixed Convection. Associate Technical Editor: T. I.. Bergman.

Journal of Heat Transfer

Copyright © 1998 by ASME

tailed and updated review on the mixed convection instability,
and therefore it is not repeated here.

One of the important characteristics of mixed convection
instability is the existence of multiple local minimum wave
numbers. This phenomenon is particularly significant for the
constant temperature heating case and it directly affects the
laminar-turbulent transition mechanisms. Double minimum
wave numbers were found for natural convection in a vertical
slot or plate by Nachtsheim (1963), Gill and Davey (1969),
Bergholz (1978), and Ozisik (1985). They showed that the
lower wave number minimum represents the thermal instability
when the thermal disturbance (the effect of buoyancy ) predomi-
nates, while the higher wave number minimum is associated
with the hydrodynamic instability when the shear force predom-
inates. Mohamad and Viskanta (1989) also reported double
minimum wave numbers for the combined buoyancy and lid-
driven shear flow in a shallow cavity where the top and bottom
boundaries were maintained at constant but different tempera-
tures. The two minimum wave numbers represent thermal and
hydrodynamic instabilities, respectively. For the unstably stra-
tified shear flow between two parallel plates, Fujimura and Kelly
(1988) found double and triple local minimum wave numbers
for relatively large Prandtl numbers and Reynolds numbers. As
a result, the critical Rayleigh number curve contains a disconti-
nuity when the instability mode switches from one to another,
In this paper, we placed a strong emphasis on the identification
and discussion of multiple local minimum wave numbers. We
also examined the effects of the Prandt] on the instability, which
has not been investigated in the past.

2 Formulation

The viscous flow investigated in this paper is the mixed con-
vection, which is driven by an external pressure gradient and
also by a buoyancy force, between two parallel long vertical
plates separated by a distance, 2d. The gravitational force is
aligned in the negative x-direction. There is a fixed temperature
difference AT, produced by maintaining the two vertical walls
at different temperatures of T, and T, respectively. The sche-
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Fig. 1 Laminar base velocity profile

matic of this system, except for the boundary conditions, is
given in Chen and Chung (1996). The dimensionless governing
equations for continuity, momentum, and energy can be written
as

V.V =0 1)
W o e . Gr
— =-VP+—V¥V + é 2
6t+VVV \Y RVV 8Re29€x (2)
00 . 1,
bl . = —— V%, 3
6:+VV0 Rer (3)

where the coordinates are nondimensionalized by the half width
of the channel d, the velocity (V) by the average laminar base
velocity Uy, the pressure (P) by pU%, the time (¢) by d/Us,
and p is the fluid density. &, is the unit vector in the x-direction.
X, ¥, z are coordinates in the streamwise, cross streamwise
(perpendicular to the walls), and spanwise directions, respec-
tively. In the above, Re = Upd/v is the Reynolds number,
where v is the fluid kinematic viscosity. Also Pr = v/ay is
the Prandtl number, and ar is the thermal diffusivity. Gr =
gBrAT(2d)*/v? is the Grashof number, where g is the gravita-
tional acceleration and £ is the thermal expansion coefficient.
The Boussinesq approximation is used here, and viscous dissi-
pation is neglected. 8 = (T — T,)/AT is the dimensionless
temperature. T, is the mean temperature between the two verti-
cal walls.

2.1 Laminar Base Flow. The base flow is the fully devel-
oped steady laminar flow, that is, it is a function of y only.
Following the similar procedure as given in Chen and Chung
(1996), the base flow velocity and temperature profiles are
given as

1
31—z 4280y
Us = 3(1 — y%) 96R(y y?)

85 = yI2. (4b)

The only parameter in Eq. (4) is Gr/Re. The laminar base flow
velocity profiles for Gr/Re = 0, 40, 80, and 120 are plotted in
Fig. 1. The velocity profile has an inflection point for Gr/Re
= 48.

2.2 Linear Stability Analysis. In the linear stability anal-
ysis, the infinitesimal disturbances are imposed on the fully
developed laminar base flow, thus, the velocity, pressure, and
temperature fields can be written as follows:

(4a)
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V = Up(y)e, + V' (5a)
P = Py(x) +p' (5b)
0 =0(y)+ 8, (5¢)

where the prime denotes the infinitesimal disturbances. V /' =
(u',v', w') and (u', v’, w') are the velocity disturbances in
the x, y, and z-directions, respectively. By using the usual nor-
mal mode form, the disturbances can be represented by

[ ‘:/(y)ei(ax+ﬂz—act) (6(,1)
pl — ﬁ(y)ei(ax+ﬂz~act) (6b)
§' = 9(y)ei(ax+ﬁz—au)’ (66‘)

where V = (4, 9, W) and (4, 0, W) are the velocity components
in the x, y, and z-directions, respectlvcly a (real) and 3 (real)
are the wave numbers in the x and z-directions, respectively. ¢
= ¢, + ic; is the complex wave speed. Following the standard
linear stability method as outlined in Chen and Chung (1996),
the linearized stability equations become the following:

1 [a%
Re [ dy*

+ia{UB[—%+(a + 4 )v]

(2+,8) +(a +ﬂ)]

d*Uy 5
d 2

Gr df
a ——
8 Re? dy

2
! [—d———(a + 8 )6} +‘;i”f;+iaugé= iacd.
ly

" RePr|dy’
(8)
The associated boundary conditions are
§=D 00 a y=-+1. )
dy

Equations (7) and (8) and the corresponding boundary condi-
tions constitute an eigenvalue problem.

2.3 Numerical Method. The Galerkin method is used to
solve the above coupled equations, (7) and (8), and their asso-
ciated boundary conditions. In this method, the test (weighted)
functions are the same as the base (trial) functions. Thus, the
# and @ are expanded as follows:

0= 2 a& ) (10a)

~ ';V_O

0 =2 bpa(y). (10b)
n=0

We adopt the base function proposed by Singer et al. (1989)
for 9. The base function for # have little different form.
They are shown as follows:

&) = (1 ~y)*Pu(y)
$.(y) = (1 = y)P.(y).

In the above, each base function &, and ¢, satisfies the boundary
conditions and P,(y) is the Legendre polynomial of order ».
The other details can be found in Chen and Chung (1996). We
verified our code first by comparing with the published results
of an isothermal channel flow for the case of Gr/Re = 0. Our
isothermal results of the critical Reynolds number Re, =
3848.13 (Re, = 5772.2 if based on the maximum velocity ) and
the critical wave number «, = 1.0206 with N = 51 in Eq. (10)

(11a)
(11b)
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agree exactly with those given by Orszag (1971). For verifying
our code with heated flows, we first used the results of Korpela
etal. (1973) and Lee and Korpela (1983). Both papers provide
stability analyses for natural convection in a vertical slot. By
setting Re — 0 in our code, we obtained 8038 and 1.4 (based
on the half channel width) for the critical Grashof number and
wave number, respectively. The results of our code show that
the disturbances are stationary for Pr < 12.7 and oscillatory for
Pr > 12.7. These results are all identical with those of Korpela
et al. (1973) and Lee and Korpela (1983). For mixed convec-
tion flow, no data was available for a direct comparison. The
results of Yao and Rogers (1989) for mixed convection in a
vertical annulus with a very large aspect ratio of 100 were
estimated from their figures and were used as approximations
to our flat plate channel flows (aspect ratio is infinite). The
comparison for Re = 1500 is as follows:

Table 1
Current results Yao and Rogers (1989)
(Gr/Re), 115.25 115
a, 1.032 1.05
¢, 0.508 0.52

Based on the above three cases of comparison, we believe
that our code is accurate for the study. Since in all the verifica-
tion runs N = 51, we decided to keep that for the current study.

2.4 Energy Budget Analysis. In order to understand the
role played by the heat transfer during the flow instability, it is
necessary to keep track of the turbulent kinetic energy budget
for the disturbances. The driving mechanisms of flow instability
may be determined by the production and dissipation of distur-
bance kinetic energy (Hart 1971; Rogers and Yao 1993). The
balance of disturbance kinetic energy for the infinitesimal dis-
turbance is

_a@t_<% (ul2+vl2+wl2)>

dUpg Gr 1 2
N 22BN 4 gy — — v ’
<u Y dy > 8 R62<u ) Re<( “)

+ (V') + (Vw')?) = E, + E, + E;, (12)

where the bracket ( ) implies integration over the volume of
the disturbance wave. The first term on the right-hand-side of
Eq. (12), E,, represents the shear production of turbulent en-
ergy. The second term, Ej, represents the turbulent kinetic en-
ergy production due to the work done by the thermal buoyant
potential of disturbance temperature field. The last term, E,,
represents the dissipation of energy through molecular viscosity.
On the neutral stability curve (¢; = 0), the disturbances are
neither growing nor decaying, thus the left-hand-side term (dif-
ferentiation with time) is zero. More detailed discussion about
the physical meanings of each term in Eq. (12) is provided in
Chen and Chung (1996).

3 Results and Discussion

In addition to the Re and Gr, another dimensionless parameter
in the system is the Pr. In this study, Pr of 0.7, 7, 100, and
1000 were chosen for sample calculations, which represent most
gases and liquids. Because the stable and unstable domains are
separated by the neutral stability curve (¢; = 0), we will basi-
cally present the neutral stability curves for various Pr numbers
to demonstrate the characteristics of stability for the flow. Since
the laminar velocity profile is only a function of Gr/Re, the ¢;
can be presented as ¢; = ¢; (Re, Gr/Re, @, 8). We have included
both integer and noninteger 8 values in this computation. The
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Fig. 2 The instability boundaries on the (Re, Gr/Re) plane

results show that 8 = 0 is the least stable mode, that is, the
least stable disturbances are two-dimensional. Thus most of the
neutral stability curves on both (Re, Gr/Re) and (Re, a) planes
will be plotted for various Pr values.

The instability boundaries on the (Re, Gr/Re) plane are
shown in Fig. 2. The results indicate that a heated channel flow
would become unstable when the Gr is greater than a specific
value (e.g., with Pr = 1000 fluids, Gr > 7083 for Re = 100
and Gr > 35240 for Re = 1500; with Pr = 0.7 fluids, Gr >
16225 for Re = 100 and Gr > 172890 for Re = 1500). In
general, the higher the Prandtl number, the smaller the critical
value of Gr/Re. The critical Grashof number Gr, or (Gr/Re),
for Pr = 0.7 and 7 are very similar to each other, but the
Gr,’s or (Gr/Re),.’s for Pr = 7, 100, and 1000 are significantly
different. This implies that the Prandtl number is a very im-
portant parameter for the stability characteristics of most liquids.
It is noted that the (Gr/Re), for Pr = 1000 is smaller than 48
for Re > 626; therefore, there is no inflection point in the
laminar velocity profile for Re > 626. One important feature
is that the Gr, or (Gr/Re), has one discontinuity on the (Re,
Gr) plane at Re = 1365 for Pr = 100 and several more for Pr
= 1000. It will be shown later in Fig. 3 and 4 that the critical
wave number and wave speed also have sudden jumps corre-
sponding to discontinuities on the (Re, Gr) plane. The physical

1000

=23

L T T T T T T T T T T T T T T
I T T T T

(=1
-+
=
(=]

Fig.3 The variation of wave number a. with Re along the neutral stability
curve {a, = 1.0206 for isothermal flow)
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Fig. 4 The variation of wave speed ¢, with Re along the neutral stability
curve

meaning of the discontinuities is explained next. For instance,
the instability types are distinctly different before and after the
discontinuities at Re = 1365 for Pr = 100; it is a thermal-
buoyant instability for Re < 1365, and it suddenly shifts to a
shear instability for Re = 1365 with Pr = 100 fluids. This
behavior, that the Gr, has discontinuities, is due to the multiple
local minimum wave numbers as mentioned in the Introduction
and will be shown and discussed later in Fig. 5. In general, the
Gr, increases with increasing Reynolds number except in some
portions of Pr = 100 and 1000, where the Gr, generally has
discontinuities. Since the range of the Pr for water goes as high
as 13, we have computed the stability characteristics for Pr =
13 in the Re range of 10 to 1500. We found that the critical
Gr/Re’s for Pr = 13 differ from those of Pr = 7 by less than
0.14 percent. This indicates that the stability characteristics for
water are fairly constant.

The linear instability boundary on the (Re, a,) plane, where
«, is the critical wave number, is plotted in Fig. 3. The curves
on Fig. 3 démonstrate the variation of a. with respect to the
Re, along the neutrally stable curve. It is seen that again the
curves for Pr = 0.7 and 7 are very similar to each other and «,
decreases very slowly with increasing Reynolds number for Re
> 25. The «, reaches the minimum value of 1.004 at Re =
1150 for Pr = 0.7 and 1.003 at Re = 1150 for Pr = 7 and then
increases very slightly with increasing Reynolds number. Thus,
the «, between Re = 600 and 1500 is close to the isothermal
channel flow critical wave number of 1.0206. For Pr = 100,
the a, decreases very quickly with the increase of Reynolds
number for Re < 100 and becomes vanishingly small (o, =
0.008 for Re = 1000) between Re = 100 and 1364. After a big
upward jump at Re = 1365, the a, shifts to a value about 1,
which is close to that of Pr = 0.7 or 7. The instability types for
Pr = 0.7, 7, and 100 are also all the same (shear instability)
for Re = 1365 as shown in Table 2. The behavior of «, for Pr
= 1000 is very similar to that of Pr = 100 for Re < 248. After
upward jumps at Re = 248 and 361, it can be seen that the «,
(a, = 3.99 for Re = 1000) for Pr = 1000 is now much higher
than that of Pr = 0.7, 7, or 100 for Re > 361, that is, the
wavelength is the shortest for Re > 361. This implies that the
instability for Pr = 1000 is caused by a local disruption of the
velocity field which is induced by the temperature fluctuation,
Roughly, the portion of the curve between Re = 361 and 1500
can be divided into three regions: one from Re = 361 to 587,
one from Re = 588 to 1016, and one from Re = 1017 to 1500.
Each region encounters about three small upward jumps. The
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behaviors of wave speed and instability mechanism in each
region are also similar, as shown in Fig. 4 and Table 2.

The wave speed, c,, along the instability boundary is plotted
in Fig. 4. The wave speed curve for Pr = 0.7 and 7 gradually
and smoothly decrease with the increase of the Reynolds num-
ber. For Pr = 100, the wave speed between Re = 25 and 1364
is nearly constant with a value of 1.6. It is noted that the ¢,
between Re = 248 and 1365 for Pr = 100 is the largest among
all the critical wave speeds, while its wave number is the small-
est as shown in Fig. 3. At Re = 1363, the ¢, has a big drop and
the wave speed is also close to that of Pr = 0.7 or 7 for Re =
1365. The wave speed of Pr = 1000 is similar to that of Pr =
100 for Re < 248. After a substantial drop at Re = 248, the
wave speed curve displays a very similar behavior as its wave
number curve between Re = 361 and 1500. It is also seen that
¢/’s for Pr = 0.7, 7, and 100 are very similar for Re = 1365.
They are quite different from that of Pr = 1000.

As mentioned earlier, the analysis of the energy transfer bud-
get for the neutral stability curve could provide some insights
on the transport mechanisms during flow instability. A summary
of the energy budget is given in Table 2. For Pr = 0.7 and 7,
the instability type is the thermal-shear instability for lower
Reynolds numbers, while it becomes the shear instability (simi-
lar to the isothermal flow) for higher Reynolds numbers. For
Pr = 100, the thermal-buoyant instability dominates for Re <
1365, then it suddenly shifts to shear instability for Re = 1365.
It is noted that the instability types are the same for Pr = 0.7,
7, and 100 for Re = 1365. This can be realized since «, and
¢, for Pr = 0.7, 7, and 100 are similar to one another for Re >
1365. The instability mechanism for Pr = 1000 reflects the
characteristics of its wave number and speed. It is the thermal-
buoyant instability, which is the same as that of Pr = 100 for
Re < 248. After a big jump at Re = 248, the instability switches
to the mixed instability between Re = 248 and 360. In this
region, both E, (shear production) and E, (energy generation
from buoyant source) play important roles in the flow instabil-
ity, even E; is larger than E,. Between Re = 361 and 1500, the
instability type can be divided into three regions: one from Re
= 361 to 587, one from Re = 588 to 1016, and one from Re
= 1017 to 1500. In each region, the instability begins with the
mixed instability in which £, is smailer than E,, then it gradually
switches to the thermal-buoyant instability. From the above
discussion, we may conclude that the instability mechanisms
among Pr = 7 (or 0.7), 100, and 1000 are significantly different,
while they are similar for Pr = 0.7 and 7.

40 80 120 160 200
Gr/Re

Fig. 5 The variation of wave number with Gr/Re at various Reynolds
number for Pr = 1000
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Table 2 Energy budget in the neutral stability curve. (TB—thermal buoyant instability, M—mixed instability, TS—

thermal shear instability, S—shear instability)

Pr Re (Gr/Re),. o, E, E, E, Type
0.7 2 4023.27 1.403 0.94 0.06 —-1.0 TS
0.7 10 816.55 1.40 0.94 0.06 -1.0 TS
0.7 100 162.25 1.26 0.96 0.04 -1.0 TS
0.7 1000 117.75 1.01 1.00 0.00 -1.0 S
0.7 1500 115.26 1.032 1.00 0.00 -1.0 S
7 10 800.11 1.378 0.81 0.19 —-1.0 TS
7 100 160.42 1.244 0.94 0.06 -1.0 TS
7 1000 117.64 1.007 1.00 0.00 -1.0 S
7 1500 115.18 1.030 1.00 0.00 -1.0 S
100 10 111.26 0.67 0.01 0.99 —1.0 TB
100 100 100.11 0.075 0.01 0.99 -1.0 TB
100 500 100.00 0.015 0.01 0.99 -1.0 TB
100 1000 100.00 0.008 0.01 0.99 -1.0 TB
100 1300 100.00 0.006 0,01 0.99 -1.0 TB
100 1370 96.73 0.986 1.00 0.00 -1.0 S
100 1500 93.53 1.055 1.00 0.00 -1.0 S
1000 1 208.45 1.173 0.001 0.999 -1.0 TB
1000 240 70.82 0.023 0.003 0.997 -1.0 TB
1000 250 69.14 1.70 0.683 0.317 ~1.0 M
1000 360 65.75 1.86 0.638 0.362 -1.0 M
1000 365 62.51 2.474 0.334 0.666 -1.0 M
1000 400 59.14 2.773 0.207 0,793 -1.0 TB
1000 445 57.05 3.132 0.129 0.871 -1.0 TB
1000 500 55.55 3.553 0.087 0913 -1.0 TB
1000 550 54.39 3.548 0.068 0.932 -1.0 TB
1000 585 53.86 3.535 0.054 0.946 -1.0 TB
1000 588 50.12 2.78 0.360 0.640 -1.0 M
1000 600 49,13 2.80 0.355 0.645 —~1.0 M
1000 650 46.91 3.15 0.289 0.711 -1.0 M
1000 800 43.85 3.543 0.239 0.761 -1.0 TB
1000 1000 42.16 3.99 0.214 0.786 -1.0 TB
1000 1025 40.95 2.49 0.300 0.700 -1.0 M
1000 1050 37.18 3.117 0.115 0.885 -1.0 TB
1000 © 1200 34.69 3.50 0.053 0.947 -1.0 TB
1000 1500 32.64 3913 —0.004 1.004 -1.0 TB

The many discontinuities on the wave number curves and
wave speed curves for Pr = 1000 prompt the investigation on
the variation of wave number with Gr/Re for some typical
Reynolds numbers, that is, the lowest value of Gr/Re to result
in ¢; = 0 for a given wave number. The results for Re =
300, 600, 1050, and 1500 are plotted in Fig. 5. As mentioned
previously, double minimum wave numbers were found in the
natural convection flow by Gill and Davey (1969), Bergholz
(1978), and Ozisik (1985). Two or three local minimum wave
numbers were found in the shear flow between horizontal plates
heated from below by Mohamad and Viskanta (1989) and Fuji-
mura and Kelly (1988). It is seen in Fig. 5 that multiple mini-
mum wave numbers occur on every curve. Five local minimum
wave numbers are found at & = 0.019, 1.4, 1.79, 2.9, and 3.33
for Re = 300, where o« = 1.79 is the critical wave number to
determine the critical Grashof number Gr,, as shown in Fig. 2.
It is noted that the number of local minimum wave numbers
can be as high as eight for Re = 600 and 1050, which is
substantially higher than those found before. They are located
at « = 0.0053, 1.19, 1.32, 1.57, 2.81, 3.12, 3.98, and 4.6 for
Re = 1050, where @ = 3.12 is the critical wave number. Eight
local minima are found at « = 0.009, 1.54, 1.94, 2.54, 2.8,
3.09, 3.53, and 4.07 for Re = 600. The behavior of multiple
local minimum wave numbers for Pr = 1000 is responsible for
the several discontinuities found on the critical Grashof number
curve, several discontinuities on wave number and wave speed
curves, as well as associated sudden switches of instability types
as shown in Fig. 2, 3, 4, and Table 2. This is because the critical
wave number can be one of those local minimum wave numbers
for the different Reynolds and Grashof numbers. Furthermore,
at Re = 1500, the number of local minima now goes down to
four, which are found at & = 0.003, 1.34, 3.91, and 4.44 (where
a = 3.91 is the critical wave number).

Journal of Heat Transfer

4 Conclusions

The linear instability analysis of mixed convection in a differ-
entially heated vertical channel was investigated for the Prandtl
number range of 0.7, 7, 100, and 1000. The results indicate that
this fully developed heated flow can become unstable under
appropriate conditions. It is found that both the Prandtl number
and the Reynolds number are very important parameters in
determining the critical Grashof number Gr,, critical wave num-
ber «., wave speed c,, and instability mechanism for higher
Prandtl numbers. For lower Prandtl numbers, the effects of the
Prandtl number and the Reynolds number are relatively small.
For the overall trend, the Gr, increases with increasing Reynolds
number. In general, the higher the Prandtl number, the smaller
the critical Grashof number Gr,. For Pr = 1000, the (Gr/Re),
is smaller than 48 for Re > 625, therefore, there is no inflection
point in the base laminar profile.

One important feature is the existence of multiple local mini-
mum wave numbers. We found that the number of the local
minimum wave numbers can be as high as eight for Pr = 1000,
which are substantially larger than those (two or three local
minimum wave numbers) found in natural convection or shear
flow between horizontal plates heated from below. The fact that
the Gr, has several discontinuities, and «. and ¢, also have
discontinuities, as well as sudden shift of instability types for
Pr = 100 and 1000, are all attributed to the presence of multiple
local minimum wave numbers. The «, and ¢, for Pr = 100
encounter a large jump at Re = 1365. Before that jump, the «,
is very small (@ = 0.006 for Re = 1300) and the ¢, is the
largest among all curves, with a value of 1.6. In addition, the
instability type is the thermal-buoyant instability between
Re = 50 and 1365. After that jump, the @, and ¢, approach 1|
and 0.5, respectively, and the instability also suddenly shifts
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to shear instability. The «. and ¢, for Pr = 1000 go through
substantially more discontinuities. Each discontinuity has a re-
spective effect on the «., ¢,, and instability type. The thermal-
buoyant and mixed instabilities are the only instability types and
they switch to each other at those discontinuities for different
Reynolds numbers. It is emphasized that the «, for Pr = 1000
is the highest (. = 3.99 for Re = 1000) or the wavelength is
the shortest for medium and high Reynolds numbers. This im-
plies that the instability is caused by the local disruption of the
velocity field which is induced by the thermal fluctuation. The
Gr., a,, and ¢, for Pr = 0.7 and 7 do not have discontinuities
and the thermal-shear and shear instabilities dominate in low
and high Reynolds number flows, respectively. It is noted that
the o, and ¢, for Pr = 0.7, 7, and 100 are relatively close
together and the instability types are the same for Re = 1365,
which is significantly different from those of Pr = 1000.
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